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a b s t r a c t

We present a general framework for the reconstruction of natural video scenes encoded with a popula-
tion of spiking neural circuits with random thresholds. The natural scenes are modeled as space-time
functions that belong to a space of trigonometric polynomials. The visual encoding system consists of
a bank of filters, modeling the visual receptive fields, in cascade with a population of neural circuits, mod-
eling encoding in the early visual system. The neuron models considered include integrate-and-fire neu-
rons and ON–OFF neuron pairs with threshold-and-fire spiking mechanisms. All thresholds are assumed
to be random. We demonstrate that neural spiking is akin to taking noisy measurements on the stimulus
both for time-varying and space-time-varying stimuli. We formulate the reconstruction problem as the
minimization of a suitable cost functional in a finite-dimensional vector space and provide an explicit
algorithm for stimulus recovery. We also present a general solution using the theory of smoothing splines
in Reproducing Kernel Hilbert Spaces. We provide examples of both synthetic video as well as for natural
scenes and demonstrate that the quality of the reconstruction degrades gracefully as the threshold var-
iability of the neurons increases.

� 2010 Elsevier Ltd. All rights reserved.

1. Introduction

In the recent years the increasing availability of multi-electrode
recordings and functional imaging methods has led to the applica-
tion of neural decoding techniques to the recovery of complex
stimuli such as natural video scenes. An algorithm based on the
optimal linear decoder derived in Warland, Reinagel, and Meister
(1997) for a rate model was presented in Stanley, Li, and Dan
(1999) for the reconstruction of natural video scenes with recog-
nizable moving objects from recordings of a neural population of
the cat’s lateral geniculate nucleus (LGN). Visual image reconstruc-
tion from fMRI data was examined in Miyawaki et al. (2008),
whereas in Kay, Naselaris, Prenger, and Gallant (2008) fMRI data
was used to identify natural images. The above works suggest that
the visual information is preserved along the different layers of the
visual system and call for the development of novel algorithms for
neural decoding algorithms that are based on spike times.

In this paper we present a formal mathematical, model based
approach, for coding and reconstruction in the early visual system.
Our neural architecture consists of a population of N spatial filters
that model the classical receptive fields, in cascade with an equal
number of spiking neural circuits. The neural circuits considered
are either integrate-and-fire neurons or ON–OFF neuron pairs with
thresholding and feedback. In our architecture the neuronal vari-
ability is not attributed to a probabilistic code (Ma, Beck, Latham,

& Pouget, 2006); rather the neural circuits are assumed to have
random thresholds with known a priori distribution. Neurons with
random thresholds have been used to model the observed spike
variability of biological neurons of the fly visual system (Gestri,
Mastebroek, & Zaagman, 1980), as well as neurons in the early vi-
sual system of the cat (Reich, Victor, Knight, Ozaki, & Kaplan,
1997).

We show that neural spiking with these neural circuits repre-
sents noisy and independent (Knight, 1972) (generalized) mea-
surements of the input visual stimulus. Based on these
measurements, we construct regularized cost functionals and iden-
tify the reconstructed stimulus as its minimizer. For simplicity, we
assume that the input visual space belongs to a finite-dimensional
Hilbert space and use standard optimization techniques to find the
reconstructed stimulus. However, as it will be discussed, the re-
sults can be directly extended to infinite-dimensional spaces, using
the theory of smoothing splines (Wahba, 1990) in Reproducing
Kernel Hilbert Spaces (Berlinet & Thomas-Agnan, 2004).

The work presented here builds and extends upon previous
work on the representation of stimuli with deterministic spiking
neurons. Assuming that the input signal is bandlimited and the
bandwidth is known, a perfect recovery of the stimulus based upon
the spike times can be achieved provided that the spike density is
above the Nyquist rate of the stimulus. These results hold for a
wide variety of sensory stimuli, including audio (Lazar & Pnevma-
tikakis, 2008b) and video streams (Lazar & Pnevmatikakis, 2008a;
Lazar & Pnevmatikakis, submitted for publication) encoded with
a population of spiking neurons. The model of stimuli considered
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in this paper are defined on a discretized version of a band-limited
signal space, known as the space of trigonometric polynomials. Such
spaces are suitable for modeling since they have all the desirable
properties of band-limited signal spaces with the added benefit
of being finite-dimensional and thus numerically tractable (Lazar,
Simonyi, & Tóth, 2008). Moreover, as it will be demonstrated, the
finite-dimensionality of the space determines to a first order the
complexity of the reconstruction algorithm. Consequently, data re-
corded from additional neurons can be included into the recovery
algorithm at a very moderate computational cost.

Since the encoding neural circuits have random thresholds, a
perfect recovery of the input stimulus is not possible. In order to
derive an optimal recovery algorithm, we setup the stimulus
recovery as a regularized optimization problem. Signal representa-
tion using regularization techniques has been discussed in the
computational vision (Poggio, Torre, & Koch, 1985) and neural net-
works (Girosi, Jones, & Poggio, 1995) literature. In this paper we
present a formal model for stimulus reconstruction from spike tim-
ing using a method of regularization that, as we will show, can
approximate complex visual streams, such as natural scenes, in a
very efficient way. Using regularization to reconstruct signals en-
coded with neurons with random thresholds was first presented
in Lazar and Pnevmatikakis (2009) in the context of time-varying
stimuli belonging to Sobolev spaces encoded with a population of
leaky integrate-and-fire neurons.

We explore the recovery of natural scenes and synthetic video
streams as a function of the variability of the random thresholds.
Variability is quantified as the ratio between the variance and
the mean of the threshold. We also explore the modeling of natural
scenes with the sample functions that are defined in the space of
trigonometric functions. Finally, we present for the first time video
sequences of visual stimuli encoded with neural circuit architec-
tures based on neurons with random thresholds. We evaluate the
recovery using both traditional measures of signal-to-noise ratio
(SNR) as well structural similarity index (SSIM) (Wang, Bovik,
Sheikh, & Simoncelli, 2004). The latter more closely relates to per-
ceptual quality of visual stimuli. Rather than focusing on modeling
a specific region of the early visual system, we show that the meth-
odology presented here is general and can be applied to arbitrary
combinations of receptive fields and neural spiking mechanisms.
These include classic models of the early visual pathway (retina,
LGN and V1).

The paper is organized as follows. Section 2 deals with the prob-
lem of encoding and reconstruction of time-varying stimuli. In Sec-
tion 2.1 we give a short overview of the spaces of trigonometric
functions and discuss how these constitute a natural discretization
of spaces of bandlimited functions. In Section 2.2 we present how
time-varying stimuli can be encoded with ON–OFF neuron pairs
with random thresholds and present their reconstruction by find-
ing the minimizer of an appropriate quadratic cost functional. In
Section 2.3 integrate-and-fire neurons with random thresholds en-
code time-varying stimuli; their recovery is presented in the same
section. Examples are given in Section 2.4 that explore the quality
of the reconstruction as a function of threshold variability. In Sec-
tion 3 we introduce the full model for video encoding and recon-
struction with a population of spiking neurons with random
thresholds. We discuss how video streams can be modeled as
space-time trigonometric polynomials and discuss their represen-
tation and reconstruction based on this working assumption. Sec-
tion 4 presents examples of both synthetic and natural video
scenes, encoded with neural circuits build with classic models of
receptive fields and spiking neurons arising in the retina, LGN
and V1. The examples demonstrate the effectiveness of our algo-
rithm by measuring various different quality metrics (Peak SNR,
and SSIM) for two different choices of random threshold (Gaussian,
Gamma). Actual videos can be found in the Supplementary mate-

rial. Section 5 discusses various extensions of our work to the
recovery of infinite-dimensional stimuli. Finally, Section 6 provides
the context for our research and its relation to Bayesian estimates,
as well as approaches to globally optimal reconstructions. Section 7
concludes our work and discusses potential future directions.

2. Representation and recovery of time-varying stimuli

Encoding of space-time visual stimuli with neural circuits leads
to a fairly complex neural architecture. Since our goal is to present
in this paper a rigorous framework for both representation and
recovery of visual information, we will first introduce the simpler
case of encoding time-varying signals. In this way the reader can
develop the needed intuition to deal with the more general encod-
ing of space-time stimuli. As will be clear in Section 3, the key neu-
ral building blocks of the encoding architecture for visual stimuli
require the careful treatment described below.

Following a short introduction to the space of trigonometric func-
tions, we present a general framework for the representation and
recovery of time-varying functions with spiking neuron models.
The neuron models considered are of integrate-and-fire and thresh-
old-and-fire type and arise as spiking neuron models in early vision.

2.1. Modeling stimuli as trigonometric functions

In this section we briefly introduce the spaces of trigonometric
polynomials and discuss how they can be used for modeling sen-
sory stimuli of interest. We show that trigonometric polynomials
are natural discretizations of bandlimited functions, suitable for
applications.

In the univariate case, the space of trigonometric polynomials
consists of functions that are simultaneously bandlimited with
bandwidth X (in rad/sec) and periodic with period T. The period
and bandwidth are related with each other by the relation

T ¼ 2pM
X

; ð1Þ

where M is a positive integer that denotes the order of the space. Let
H denote this space. Then H consists of all the functions
u ¼ uðtÞ; t 2 R, of the form

uðtÞ ¼
XM

m¼�M

am expðjmxMtÞ; ð2Þ

where xM ¼ X=M. Note that the space of trigonometric polynomials
of order M is a natural discretization of the space of bandlimited
functions. The discretization is best viewed in the frequency do-
main. The exponentials in (2) have a line Fourier spectrum at the
points mxM with m ¼ �M; . . . ; M. By letting M ! 1, this spec-
trum becomes [�X,X].

Remark 1. The stimuli defined in (2) are in general complex
valued functions. To obtain real valued functions, we require
u ¼ �u ) a0 2 R and a�m ¼ am;m ¼ 1; . . . ; M, where �u denotes the
complex conjugate of u.

The sesquilinear form h�; �i : H�H # C defined by

hu;vi ¼
Z T=2

�T=2
uðsÞvðsÞds; ð3Þ

is an inner product for H and thus the space ðH; h�; �iÞ is a well de-
fined Hilbert space. It is easy to see that under the inner product (3),
the set of functions ðemÞ;m ¼ �M; . . . ; M defined as

emðtÞ ¼
1ffiffiffi
T
p expðjmxMtÞ; ð4Þ

constitutes an orthonormal basis for H.
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