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a b s t r a c t

The recording of auditory evoked potentials (AEPs) at fast rates allows the study of neural adaptation,
improves accuracy in estimating hearing threshold and may help diagnosing certain pathologies.
Stimulation sequences used to record AEPs at fast rates require to be designed with a certain jitter, i.e.,
not periodical. Some authors believe that stimuli from wide-jittered sequences may evoke auditory re-
sponses of different morphology, and therefore, the time-invariant assumption would not be accom-
plished. This paper describes a methodology that can be used to analyze the time-invariant assumption
in jittered stimulation sequences. The proposed method [Split-IRSA] is based on an extended version of
the iterative randomized stimulation and averaging (IRSA) technique, including selective processing of
sweeps according to a predefined criterion. The fundamentals, the mathematical basis and relevant
implementation guidelines of this technique are presented in this paper. The results of this study show
that Split-IRSA presents an adequate performance and that both fast and slow mechanisms of adaptation
influence the evoked-response morphology, thus both mechanisms should be considered when time-
invariance is assumed. The significance of these findings is discussed.

Crown Copyright © 2016 Published by Elsevier B.V. All rights reserved.

1. Introduction

The conventional auditory evoked potential (AEP) recording
method consists in the periodical presentation of stimuli and the
average of their associated auditory neural responses (sweeps) in
order to increase the signal-to-noise ratio (SNR) (Thornton, 2007).
The conventional method presents the limitation that the period of
stimulation (i.e., the inverse of the stimulation rate) must be greater
than the averaging window, avoiding sweeps to be overlapped
(Wong and Bickford, 1980); otherwise it would not be mathemat-
ically possible to recover the transient evoked response (Kjaer,
1980). This rate limitation implies that auditory brainstem

responses (ABR) and middle latency responses (MLR) cannot be
recorded with the conventional technique at rates faster than
100 Hz and 10 Hz, respectively, considering standard averaging
windows of 10 ms in ABR and 100 ms in MLR signals. However, the
recording of these signals at higher rates present several advan-
tages, such as the study of neural adaptation (Burkard et al., 1990;
Lasky, 1997), the diagnosis of certain pathologies (Jiang et al.,
2000; Yagi and Kaga, 1979) and better performance in hearing
threshold estimation (Leung et al., 1998).

The maximum length sequence (MLS) technique was developed
by Eysholdt and Schreiner (1982) to overcome the rate limitation
imposed by the conventional technique. This technique was
extensively used not only to record AEPs at fast stimulation rates,
when the responses are overlapped (Burkard and Palmer, 1997;
Eggermont, 1993; Lasky et al., 1995), but also to analyze the linear
andnon-linear interaction components of otoacoustic emissions (de
Boer et al., 2007; Hine et al., 1997, 2001; Lineton et al., 2006).
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Stimulus-onset asynchrony (SOA), i.e. the distribution of time in-
tervals between adjacent stimuli, are multiples of a minimum pulse
interval inMLS sequences,which leads to stimulation sequences of a
large jitter (Burkard et al., 1990; €Ozdamar et al., 2007). The jitter of a
stimulation sequencedetermines dispersionof the SOAdistribution.

Several techniques have emerged to deconvolve overlapped
AEPs using narrow-jittered stimulation sequences. Some of the
most relevant techniques are quasi-periodic sequence deconvolu-
tion (QSD) (Jewett et al., 2004), continuous loop averaging decon-
volution (CLAD) (Delgado and €Ozdamar, 2004; €Ozdamar and
Boh�orquez, 2006), and least-squares deconvolution (LSD) (Bardy
et al., 2014a). These techniques have been successfully used in
several research applications (Bardy et al., 2014b; Boh�orquez and
€Ozdamar, 2008; €Ozdamar et al., 2007). The major limitation of
these techniques is that obtaining efficient, narrow-jittered stim-
ulation sequences may require an extensive search, since theymust
accomplish frequency-domain restrictions to avoid noise amplifi-
cation in the deconvolution process (Jewett et al., 2004; €Ozdamar
and Boh�orquez, 2006).

A recently published paper describes iterative randomized stim-
ulationandaveraging (IRSA),which allowsAEPs tobe recordedat fast
rates usingnarrow-jittered sequences (Valderramaet al., 2014c). This
is achieved by the estimate and removal of the interference associ-
ated with overlapping responses through iterations in the time-
domain, providing better estimates of the response in succeeding
iterations. This technique assumes that the AEPmorphology is time-
invariant, i.e., all stimuli evoke the same neural response, whichmay
constrain the flexibility of this technique in certain applications.

Despite the great effort in developing differentmethodologies to
record AEPs at fast rates using narrow-jittered sequences, it is still
controversial whether or not stimulation sequences of a wide jitter
are a problem. Some authors believe that stimuli in high-jittered
sequences may evoke auditory responses of different morphology
as a consequence of the effects of neural adaptation, contradicting
therefore the time-invariant assumption (Jewett et al., 2004;
€Ozdamar and Boh�orquez, 2006; Valderrama et al., 2014b). Howev-
er, to the best of our knowledge, we have not found any technique
that allows evaluation of the time-invariant assumption.

This paper describes an extended version of IRSA [Split-IRSA]
which allows selective averaging and processing when AEPs of
different morphology are recorded. In this study, the performance
of this technique is assessed with both artificially synthesized and
real experiments. The Split-IRSA technique is applied to evaluate
the time-invariant assumption on ABR and MLR signals recorded
with 16 ms-jittered stimulation sequences. The results of this study
show that (a) the Split-IRSA technique presents an adequate per-
formance, (b) the time-invariant assumption in auditory responses
recorded on jittered stimulation sequences can be evaluated
following a methodology based on Split-IRSA, and (c) the
morphology of individual sweeps in ABR and MLR signals is influ-
enced by both fast and slow mechanisms of adaptation. The po-
tential of this method and the significance of the findings obtained
in this study are discussed.

2. Methods

This section presents the basis and the mathematical formula-
tion of the Split-IRSA technique, the protocols followed in the
recording of real electroencephalograms (EEGs), and the objectives,
hypotheses and procedures of the experiments.

2.1. Split-IRSA

The fundamentals for the Split-IRSA algorithm are very similar

to those of IRSA, described in detail in Valderrama et al. (2014c).
AEPs are estimated in Split-IRSA through an iterative process in the
time domain. Each iteration includes estimation of the interference
associated with overlapping responses, subtraction of this inter-
ference from the recorded EEG, and re-estimation of the AEPs.
Better AEPs estimates can be obtained recursively since improved
AEPs estimates lead to a better interference estimate, which leads
to more accurate AEPs estimates. The precision of the AEPs esti-
mates increases with the number of iterations. In contrast to IRSA,
this updated formulation [Split-IRSA] allows selective processing of
sweeps, and therefore, AEPs of different morphology can be sepa-
rately estimated.

Stimulation sequences are generated in Split-IRSA as the com-
bination of independent sub-sequences, each of them based on
randomized stimulation, in which the SOA of the stimuli vary
randomly according to a predefined probability distribution
(Valderrama et al., 2012). The Split-IRSA technique retrieves the
time-invariant component of the AEPs belonging to each sub-
sequence, i.e., it is assumed that all stimuli from the same sub-
sequence evoke the same AEP.

The mathematical formulation for the Split-IRSA technique is
outlined below. Let [s1(n), s2(n), …,sT(n)] (n¼ 1,…,N) be T sub-
sequences, each of them composed of [K1, K2, …,KT] stimuli that
evoke, respectively, T AEPs of different morphology, represented by
[x1(j), x2(j), …,xT(j)] (j¼ 1,…,J), where N and J represent, respec-
tively, the length in samples of the EEG and the averaging window.
The recorded EEG y(n), can be modeled as the summation of the
convolutions (*) of each sub-sequence with their corresponding
AEP plus noise:

yðnÞ ¼ s1ðnÞ*x1 þ s2ðnÞ*x2 þ…þ sT ðnÞ*xT þ noise: (1)

The AEPs corresponding to each sub-sequence (t¼ 1,…,T) in the
iteration i, bxt;iðj ¼ 1;…; JÞ, are estimated in Split-IRSA according to

bxt;iðjÞ ¼ 1
Kt

$
XKt

k¼1

yt;kðjþmtðkÞÞ; (2)

where yt,k represents the EEG in which the auditory responses
adjacent to the stimulus k (from the sub-sequence t) are sup-
pressed; and mt is a trigger vector that includes the samples of the
EEG in which the stimuli of the sub-sequence t occur (k¼ 1,…,Kt).
The yt,k signals can be obtained for each stimulus k at each sub-
sequence t by suppressing from the recorded EEG the AEPs esti-
mated on the preceding iteration (i�1) corresponding to all sub-
sequences (t¼ 1,…,T) and by adding the AEP corresponding to the
stimulus k of the sub-sequence t:

yt;kðnÞ ¼ yðnÞ �
XT
t¼1

�
stðnÞ*bxt;i�1

�þ st;kðnÞ*bxt;i�1; (3)

where st,k represents the stimulation sequence for the stimulus k of
the sub-sequence t. Considering zi(n) as the EEG on the iteration i
with all AEPs estimated on the preceding iteration suppressed:

ziðnÞ ¼ yðnÞ �PT
t¼1½stðnÞ*bxt;i�1�, then equation (3) can be

rewritten as

yt;kðnÞ ¼ ziðnÞ þ st;kðnÞ*bxt;i�1: (4)

Hence, the sections of yt,k corresponding to the averaging
window can be obtained as

yt;kðjþmtðkÞÞ ¼ ziðjþmtðkÞÞ þ st;kðjþmtðkÞÞ*bxt;i�1: (5)

The st,k(n) signal can be expressed as d(n�mt(k)), where d(n)
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