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h i g h l i g h t s

� The tropospheric ozone concentration was predicted using chemometric tools.
� The ANN and SVM were used in predicting the O3 with R2 up to 0.95.
� The predictive model is linked with the interaction of local-level meteorological.
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a b s t r a c t

It is well known that air quality is a complex function of emissions, meteorology and topography, and
statistical tools provide a sound framework for relating these variables. The observed data were contents
of nitrogen dioxide (NO2), nitrogen monoxide (NO), nitrogen oxides (NOx), carbon monoxide (CO), ozone
(O3), scalar wind speed (SWS), global solar radiation (GSR), temperature (TEM), moisture content in the
air (HUM), collected by a mobile automatic monitoring station at Rio de Janeiro City in two places of the
metropolitan area during 2011 and 2012. The aims of this study were: (1) to analyze the behavior of the
variables, using the method of PCA for exploratory data analysis; (2) to propose forecasts of O3 levels
from primary pollutants and meteorological factors, using nonlinear regression methods like ANN and
SVM, from primary pollutants and meteorological factors. The PCA technique showed that for first
dataset, variables NO, NOx and SWS have a greater impact on the concentration of O3 and the other data
set had the TEM and GSR as the most influential variables. The obtained results from the nonlinear
regression techniques ANN and SVM were remarkably closely and acceptable to one dataset presenting
coefficient of determination for validation respectively 0.9122 and 0.9152, and root mean square error of
7.66 and 7.85, respectively. For these datasets, the PCA, SVM and ANN had demonstrated their robustness
as useful tools for evaluation, and forecast scenarios for air quality.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Tropospheric ozone can have a negative impact on the envi-
ronment and public health when present in the lower atmosphere,
in sufficient quantities. Regulations have been introduced to set
limits on the emissions of pollutants in such a way that they cannot
exceed prescribed maximum values (EPA, 1999). Attention was
given to mathematical and computer modeling of air quality to
achieve these limits.

To trace and predict ozone, one must know the conditions that
contribute to its formation. Besides, ozone concentrations are
strongly connected to meteorological conditions. Landesea breezes
also affect ozone concentrations at coastal sites. Therefore, it is
necessary to develop a model that encompasses the description
and understanding relationships between ozone concentrations
and the many variables that cause or inhibit ozone production to
predict ozone concentrations (Abdul-Wahab and Al-Alawi, 2002).

Recently, a group of researchers (Wilson et al., 2012) analyzed
trends in ozone levels in the European troposphere from 1996 to
2005. They indicated that average levels have been increasing
despite reductions in pollutants which impact ozone formation.
However, they also identified year-by-year variations, caused by* Corresponding author.
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climate and weather events, and suggested they could be masking
the impact of emission reductions on long-term ozone trends. This
study confirmed that the relationship between ozone and its pre-
cursors is complicated. It is caused by the fact that meteorological
and chemical processes can interact over a remarkably wide range
of temporal and spatial scales (e.g., Adame et al., 2008). For this
reason, the use of statistical tools provides a sound framework for
the analysis of such data.

Multiple linear regression (MLR), partial least squares (PLS), as
well as principal component regression (PCR) methods, were car-
ried out to assess ambient air quality in Miskolc, in Hungary. Ozone
concentration was modeled by MLR and PCR with the same effi-
ciency if the conditions of meteorological parameters were not
changed (i.e. morning and afternoon). Without night data, PCR and
PLS suggest that the main process is not a photochemical but a
chemical one (Lengyel et al., 2004). Abdul-Wahab et al. (2005) used
multiple linear regression to predict the ozone concentration
through chemical andmeteorological factors, but as the presence of
multicollinearity makes the models obtained improperly, the au-
thors used principal component regression analysis (PCR), applying
the stepwise regression option in the choice of the principal com-
ponents to enter the regression equation, with the ozone as the
dependent variable (Abdul-Wahab et al., 2005). To overcome the
presence of multicollinearity, �Alvarez et al. (2000) used one of the
most powerful and regular techniques in regional studies on at-
mospheric pollution, called rotated principal component analysis
(RPCA). Themain advantage of RPCA over other techniques is that it
offers the possibility of analyzing the spatial and temporal vari-
ability of pollutants simultaneously at regional level (�Alvarez et al.,
2000).

In addition to this problem, a study was carried out to compare
the artificial neural networks (ANNs) with multiple linear regres-
sion models to predict the next day's maximum hourly ozone
concentration in the Athens basin. Results based on a wide array of
forecast quality measures indicate that the ANNs provides better
estimates of ozone concentrations at the monitoring sites, whilst
the more commonly used linear models are less effective for
accurately forecasting high ozone concentrations (Chaloulakou
et al., 2003).

On the other hand, the support vector machine (SVM) can be
used for time-series prediction and has been reported to perform
well by some promising results. One group of researchers devel-
oped an online SVM model to predict air pollutant levels in an
advancing time-series based on the monitored air pollutant data-
base in Hong Kong downtown area (Wang et al., 2008). In another
application, the SVM was used to the prediction of hourly ozone
values in Madrid urban area. Using the modified SVM-r, based on
reductions of the SVM-r hyper-parameters search space, they
explore different influences, which may alter the ozone forecast,
such as former ozone measurements in a given station, measure-
ments in neighbors stations, and the impact of meteorological
variables. A comparison study with the results using ANN (multi-
layer perception) was also carried out. The prediction tool based on
SVM-r was flexible enough to incorporate any other prediction
variable, such as city models, or traffic patterns, which may
enhance the prediction obtained with the SVM-r (Ortiz-García
et al., 2010).

The objective of this study was to get parsimonious prediction
models (i.e., models that depend on as few variables as needed) for
ozone as a function of other ambient air concentration data and
meteorological parameters as predictor variables, using the support
vector machine (SVM-r) and artificial neural networks regression
(ANN-r) models.

2. Chemometric techniques concepts

In this section, we briefly describe the primary characteristics of
the chemometric techniques used in this work. The reader inter-
ested in deepening their knowledge in this area should seek
especially publications such as described by Vandeginste et al.
(2003).

2.1. Principal Component Analysis

The Principal Component Analysis (PCA) is an unsupervised
method of exploratory analysis. The aim of PCA is dimension
reduction, which may be used for visualization of multivariate data
by scatter plots transformation of highly correlating x-variables into
a smaller set of uncorrelated latent variables that can be used by
other methods separation of relevant information (by a few latent
variables) from noise combination of many variables that charac-
terize a chemical-technological process into a single or a few
‘‘characteristic’’ variables. PCA can be seen like a method to
compute a new orthogonal coordinate system formed by latent
variables (components), where only the most informative di-
mensions are used. Latent variables from PCA optimally represent
the distances between objects in the high-dimensional variable
spaced the distance of objects is a measure of the similarity of the
objects. PCA is successful for data sets with correlating variables as
is often the case with data from chemistry (H€aggblom, K.-E.).

The PCA matrix X is decomposed into two matrices, loadings
and scores as shown in Eq. (1):

X ¼ TPT þ E (1)

where X is the samples matrix versus variables (m � n), T is the
matrix of scores (m� number of PCs), PT is the transposedmatrix of
loadings (number of PCs � n), and E is the residual matrix. The
score is represented by a matrix (m � number of PCs) consisting of
samples, and the loading is represented by a matrix (number of
PCs � n) comprising variables (Otto, 2007; Jolliffe, 2002).

The variance of the PC scores, preferably given in percent of the
total variance of the original variables, is significant indicators of
how many PCs to include. Because of the way the PCs are deter-
mined, the scores of each new PC have a lower variance than the
scores of the previous PC. If the score variance of certain PC is close
to the noise variance of the data, the PC does not contain any useful
information. Obviously, the number of PCs should be less than this
number. However, in practice it may be difficult to apply this cri-
terion. A simple method is to plot (not shown) the cumulative
variance of scores (the variance for each new PC added to the
variance of previous PCs) against the PC number. As a rule of thumb,
the PCs should explain at least 80%, maybe 90%, of the total
variance.

The PCA result and the data can be analyzed and evaluated in
many ways. In this work, a biplot was chosen because it combines a
scores plot and loadings plot; it gives info about clustering of ob-
jects and variables relationships between objects and variables.
Objects and variables tend to be positively correlated if close to
each other negatively correlated if far away from each other
(H€aggblom, K.-E.).

2.2. Support vector of machine regression (SVM-R)

The support vector machine (SVM) is a machine learning tech-
nique developed by Vapnik, which increasingly is gaining ground in
many areas of knowledge. Originally this technique was developed
for pattern recognition problems. The model consists of a number
of support vectors (essentially samples selected from the
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