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h i g h l i g h t s

� The paper considers a relatively novel forecasting method, combination forecasting.
� Combination forecasting is shown to outperform the standard neural network approach.
� Combination forecasting is applied to a unique data set for Bogota.
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a b s t r a c t

The bulk of existing work on the statistical forecasting of air quality is based on either neural networks or
linear regressions, which are both subject to important drawbacks. In particular, while neural networks
are complicated and prone to in-sample overfitting, linear regressions are highly dependent on the
specification of the regression function. The present paper shows how combining linear regression
forecasts can be used to circumvent all of these problems. The usefulness of the proposed combination
approach is verified using both Monte Carlo simulation and an extensive application to air quality in
Bogota, one of the largest and most polluted cities in Latin America.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Air quality modeling and forecasting have become rapid growth
areas in recent years. The main reason for this is the increased
awareness of the adverse effects of a wide range of pollutants such
as carbon monoxide (CO), particulate matter (PM10), ground level
ozone (O3), nitrogen dioxide (NO2), nitrogen oxides (NOx), and
sulfur dioxide (SO2) (see Lippmann, 2003; Brunekreef and Holgate,
2002; Kassomenos et al., 2008). Since air quality is a public good its
socially optimal level of provision cannot be ensured through
markets. Therefore, the responsibility of this provision is generally
given to the environmental authorities, which have to set policies
and regulations to mitigate pollution externalities. Air quality

forecasting is one of the tools available to these institutions to
manage health effects and air pollution events.

In their recent overviewof the literature, Zhang et al. (2012) divide
the main air quality forecasting approaches in three; (i) physically-
based deterministic approaches, (ii) empirical approaches, and (iii)
statistical approaches. Deterministic “3-D” air quality forecasting
combines models of emissions with those of meteorological and
chemical atmospheric processes, and has been shown to lead to ac-
curate forecasts. Unfortunately, this approach involves scarce data, it
is computationallycostly, difficult to operate, and requires ahigh level
of expertise. Empirical approaches such as climatology and persis-
tence forecasting are, by contrast, reasonably simple and inexpensive
to operate. However, they are also quite unreliable.1 Statistical
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1 Indeed, persistence forecasting simply says that tomorrow’s pollution levels
will be the same ones that applied today.
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forecasting requires relatively less detailed data, it is inexpensive and
easy to operate, and, in contrast to empirical approaches, is very ac-
curate. In fact, statistical approaches have been shown to outperform
even advanced deterministic approaches (see, for example, Diaz-
Robles et al., 2008).

But while attractive in many regards, statistical forecasting also
has a drawback in that it is not equipped to handle model uncer-
tainty. Forecasters often encounter uncertainty about what vari-
ables to include in their models. As a result, they frequently end up
estimating avarietyofmodels beforedecidingon theone touse. This
practice leads to a number of pathologies. First, it understates the
uncertainty about the forecast. Basing the forecast on a singlemodel
implicitly assumes that the probability that the reported model
generated the data is one, an assumption that is surely mistaken.
Second, some forecasters search the model space until they find a
specificationwith good forecasting performance, a practice that has
led to indications of publication bias. As a result, reported results are
often fragile to slight variations in model specification.

One way to circumvent these difficulties altogether is to use
forecast combination (FC). The idea here is that, with multiple
competing models at hand, each having its own strengths and
weaknesses, rather than insisting on finding the one best forecast, it
should be possible to combine the individual forecasts into a single
forecast that is at least as good as any of the individual forecasts.
This approach has been shown to work well in econometrics and it
will be used also in the present paper. The purpose is to propose FC
as an alternative to more common statistical air quality forecasting
approaches such as linear regression (LR) and neural network (NN),
and in so doing we will consider a unique data set for Bogota.

There are many reasons for looking particularly at Bogota. First,
as the capital city of Colombia, Bogota is the fifth most populated
city in Latin America with around 7.4 million inhabitants.2 Second,
although industrial emissions have long been considered to be one
of the most severe pollution problems, emissions from traffic are
nowadays an increasing concern.3 Third, air pollutant concentra-
tions have at times been well above the national air quality stan-
dard (AQS), specially for PM10 and O3.4 Needless to say, such high
levels of pollution are very costly for society. In fact, the price of
PM10 alone is estimated at a staggering USD 46 million per year
(Lozano, 2004). Fourth, at present the environmental and health
agencies of Bogota lack an air pollution forecasting system.

2. NN, LR and FC

As alluded in the introduction, users of modern forecasting
techniques in environmental sciences are faced with an abundance
of predictor variables and a plethora of methods for generating
forecasts. An important issue is therefore whether to adopt a
forecasting strategy that seeks out a single best forecasting method
or, alternatively, attempt to combine forecasts generated by
different models.

Most statistical work in the environmental literature is based on
using single forecasting methods. In fact, as far as we know, this is
the first study to consider FC. Among the many single forecasting
methods available, NN have received most attention by far (see, for

example, Perez and Reyes, 2006). The main reason for this is its
ability to approximate virtually any nonlinear function (Slini et al.,
2006). It can therefore be seen as the benchmark statistical
approach in the air quality forecasting literature.

In order to describe NN more formally let us denote by yt the
pollutant tobe forecastedusing theobserved sample t ¼ 1;.; T . The
one-stepaheadvalueof thispollutant isdenotedbyyTþ1. Thegoal is to
construct a point forecast fTþ1 of yTþ1 given xTþ1, a set of regressors
believed to be able to predict yTþ1. In case of NN, this means setting

fTþ1 ¼ x0Tþ1bþ
XJ
j¼1

ajG
�
x0Tþ1bj

�
; (1)

where G is the so-called “transfer” function, and b, aj and bj are
coefficients of the model. In the usual NN terminology, the network
is said to comprise three different “layers”. At the basis is the “input
layer”, which is simply the regressors in xt, which are usually are
called “inputs”. These inputs are multiplied by so-called “connec-
tion strengths” bj as they enter the “hidden layer”, which consists of
J “hidden units”, which are the logistic functions. Finally, the hidden
units are multiplied by coefficients aj to produce the “output” ft.

Of course, since G, b, aj and bj are all unknown, fTþ1 is unavailable
and wewill therefore consider replacing it by an estimate, bf Tþ1 say.
The idea is to, for a given choice of G, use the observed sample on (yt,
xt) to obtain estimates bb, baj and bbj of b, aj and bj, respectively, which
can be accomplished using nonlinear least squares (NLS), and then
to make a one-step-ahead forecast from the resulting estimated
model. However, for this to be possible there are a number of
important choices that have to be made. The most obvious choice is
that of G. While a wide range of transfer functions has been
considered, the logistic function G(x) ¼ 1/(1 þ e�x) is perhaps the
most popular.5 The idea is that by allowing the number of logistic
components, here denoted J, to increase one can approximate any
nonlinear relationship that might exist between yt and xt. However,
while the network can be made arbitrarily flexible by setting J large
enough, this also increases the risk of in-sample overfitting. Another
problem is that theNLS objective function is known to possessmany
localminima (see, for example, Nunnari et al., 2004; Franses and van
Dijk, 2000, Chapter 5). Thus, even if the estimation algorithm con-
verges, there are noguarantees that itwill be to the globalminimum.

Because of these problems it is common to also consider simpler
models. A very common choice is LR, which is (1) with a1;.;aJ put
to zero. Thus, in case of LR, one sets

fTþ1 ¼ x0Tþ1b; (2)

which reduces significantly the complexity of the estimation

problem. Indeed, since the model is now linear, the estimator bb of b
can be obtained from a simple ordinary least squares (OLS)
regression of yt onto xt. The resulting estimated forecast is given by
bf Tþ1 ¼ x0Tþ1

bb.
Despite its simplicity LR has been found to perform quite well,

even in comparison to more general models (see Perez and Reyes,
2006; Slini et al., 2006). One reason for this is parsimony. Indeed,
it is a well-known fact that estimating additional parameters can
raise the forecast error variance above what might be obtained
when using relatively simpler models. Thus, while excluding vari-
ables whose parameters are nonzero can adversely affect fore-
casting accuracy, adding them might lead to an increase in the
forecast error variance. This trade-off suggests that combining

2 Population estimated for 2010 using the 2005 Census (DANE, 2006).
3 The vehicle fleet contributes 1100 tons of fine particulate matter, 30,000 tons of

nitrogen oxides, 450,000 tons of CO and 60,000 tons of hydrocarbons (see
Uniandes, Secretaria de Ambiente, 2009).

4 For example, in 2009 on no less than 190 occasions did PM10 surpass the daily
norm of 150 mg/m3 and the hourly O3 standard of 61 ppb was exceeded even more
often, 210 times (see Secretaria de Ambiente, 2010, for a recent account of air
quality). Resolution 601 of 2006 issued by the Ministry of Environment provides a
complete description of the AQS for several pollutants.

5 Thus, with this choice Gðx0tbjÞ is nothing but the familiar binary logit probability
model.
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