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HIGHLIGHTS

e We describe a number of toxicity models found in the literature.

e We compare models using realistic simulated concentration time series data.

e Results show the importance of including biological recovery in the models.

e The use of advanced models is hampered by the lack of validated model parameters.
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ABSTRACT

There are many applications that need to study human health effects caused by exposure to toxic
chemicals. Risk analysis for industrial sites, study of population health impacts of atmospheric pollutants,
and operations research for assessing the potential impacts of chemical releases in military contexts are
some examples. Because of safety risks and the high cost of field trials involving hazardous chemical
releases, computer simulations are widely used for such studies. Modelling of atmospheric transport and
dispersion of chemicals released into the atmosphere to determine the toxic chemical concentrations to
which individuals will be exposed is one main component of these simulations, and there are well
established atmospheric dispersion models for this purpose. Estimating the human health effects caused
by the exposure to these predicted toxic chemical concentrations is the other main component. A
number of different toxicity models for assessing the health effects of toxic chemical exposure are found
in the literature. Because these different models have been developed based on different assumptions
about the plume characteristics, chemical properties, and physiological response, there is a need to re-
view and compare these models to understand their applicability. This paper reviews several toxicity
models described in the literature. The paper also presents results of applying different toxicity models to
simulated concentration time series data. These results show that the use of ensemble mean concen-
trations, which are what atmospheric dispersion models typically provide, to estimate human health
effects of exposure to hazardous chemical releases may underestimate their impact when toxic expo-
nent, n, of the chemical is greater than one; the opposite phenomenon appears to hold when n < 1. The
results also show that some toxicity models that disregard biological recovery processes may predict
greater toxicity than the explicitly parameterised models. Despite the wide variety of models of varying
degrees of complexity that is available, we find that it is challenging or impossible to pick the ‘best’
model because of the lack of validation data. While it may be extremely challenging to create this
validation data, there may be opportunities for more indirect validation or more simplistic checks of
realism. Additional investigations of this nature in the future may at least help rank or put further
constraints on the applicability of each of these models.
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1. Introduction

Accidental or deliberate releases of toxic chemicals into the at-
mosphere can cause significant health effects on exposed in-
dividuals. The study of these toxic effects is important in many
applications, including risk analysis of industrial sites, assessment
of atmospheric pollutants on population health, and operations
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research conducted to assess the vulnerability of military missions
to chemical attacks and to support major purchase decisions in
chemical defence. Because of safety risks and the high cost of field
trials involving releases of hazardous chemical agents, computer
simulations are widely used for these studies. Such studies require
the ability to estimate likely human casualties resulting from
different levels of exposure.

Computer simulation tools used for these studies first need to
model the chemical concentrations resulting from the release of a
toxic chemical into the atmosphere. Then, they need to estimate the
likely human health effects experienced by individuals that are
exposed to these concentrations. Atmospheric transport and
dispersion models (e.g., SCIPUFF) for predicting ensemble average
concentration resulting from a chemical release are well estab-
lished (Sykes et al., 2004); some models for simulating fluctuating
concentrations are also available (Du et al., 1999; Hilderman and
Wilson, 1999; Gunatilaka et al., 2011, 2012). Once the concentra-
tion is known, toxicity models are used to estimate human health
effects (e.g., death, injury) caused by exposure to the concentration.
While various toxicity models for estimating human health effects
due to toxic chemical exposure are found in the literature, they are
based on different underlying assumptions and so there is a need to
understand which models are applicable under specific scenarios of
interest. This paper reviews several toxicity models described in the
literature and discusses some of their strengths and limitations.
Some of these models have previously been discussed in an
excellent review presented by Sommerville et al. (2006), and we
have drawn heavily from it when discussing these models in the
present paper. In this paper, we review some additional toxicity
models and also present results of applying a number of toxicity
models to simulated concentration time series. While there are
many phenomenologically-based toxicity models that do not have
any parametric description of biological processes such as inhala-
tion uptake, recovery, or saturation and physiologically-based
toxicity models that explicitly account for these, none of these
models have been validated using exposure to fluctuating con-
centrations of hazardous materials. Therefore, there is no experi-
mental evidence available at present to choose the ‘best’ model.

2. Toxic effects

Individual members of a population respond differently to a
given chemical exposure; for example, while exposure to a
particular level of a toxic chemical may cause severe harm or even
death to the weakest members of the population, the same expo-
sure level may cause only minor health effects or no effect at all in
the strongest members. Therefore, toxic effects of chemicals are
usually quantified by the dosage from exposure (product of con-
centration and exposure time) required to produce a specific toxi-
cological effect such as death or incapacitation in a given fraction of
the population; for example, the dosage that is lethal to 50% of an
exposed, unprotected population, denoted by LCt5g, and the dosage
that will cause incapacitation in 50% of an exposed, unprotected
population, denoted by ICtsg, are used to characterise chemical
toxicity. It is also common to characterise the toxicity by specifying
the concentration that is required to produce a specific effect in a
given fraction of an exposed population within a particular expo-
sure duration; for example, LCqg, LCsp, and LCgg are the concen-
trations that are lethal to 10%, 50%, and 90%, respectively, of an
exposed population at a specific exposure duration (Fig. 1).

3. Probit analysis

Toxic dosages and toxic concentrations are usually estimated by
analysing experimental data from animal exposure studies and
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Fig. 1. The fraction of a population showing lethal response to various concentrations
of a hypothetical chemical at a given exposure duration.
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Fig. 2. The plot of response fraction of a population versus the probit. Dashed lines
show that a probit value of five corresponds to a response fraction of 0.5 (the median
response).

then extrapolating these results to human populations. The probit
method, introduced by Bliss (1934a,b) and popularised by Finney
(1971), is commonly used to linearise the cumulative normal dis-
tribution of population response to toxic dosage.

Let z be the dosage of toxic agent that a population is exposed to
and let x = log z. The fraction F of the population that responds with
some effect when exposed to the toxic agent can be expressed as:
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where u is the mean and ¢ is the variance of the normal distribution
of the logarithm of tolerances of members in the population.
Furthermore, u = log(ECtsg), where ECtsq is the median effective
dosage, i.e., the dosage that will produce a response in half the
population. By substituting u = (x — u)/s, Equation (1) can be put in
the standard form as:
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