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H I G H L I G H T S

� Some current debates revolve around the role of genes as leaders or followers in the evolutionary process.
� The tenet that phenotypes are leaders and genes are followers is an old one and relates to the Baldwin effect.
� This effect was not part of evolutionary thinking during the Modern Synthesis in the 1930s and 1940s.
� People working in evolutionary computation revitalized the Baldwin effect by showing how and why it could work.
� A standard population genetics treatment can achieve what many people thought was unsolvable without the Baldwin effect.
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a b s t r a c t

An increasing number of dissident voices claim that the standard neo-Darwinian view of genes as
‘leaders’ and phenotypes as ‘followers’ during the process of adaptive evolution should be turned on its
head. This idea is older than the rediscovery of Mendel’s laws of inheritance, with the turn-of-the-
twentieth-century notion eventually labeled as the ‘Baldwin effect’ as one of the many ways in which the
standard neo-Darwinian view can be turned around. A condition for this effect is that environmentally
induced variation such as phenotypic plasticity or learning is crucial for the initial establishment of a
trait. This gives the additional time for natural selection to act on genetic variation and the adaptive trait
can be eventually encoded in the genotype. An influential paper published in the late 1980s claimed the
Baldwin effect to happen in computer simulations, and avowed that it was crucial to solve a difficult
adaptive task. This generated much excitement among scholars in various disciplines that regard neo-
Darwinian accounts to explain the evolutionary emergence of high-order phenotypic traits such as
consciousness or language almost hopeless. Here, we use analytical and computational approaches to
show that a standard population genetics treatment can easily crack what the scientific community has
granted as an unsolvable adaptive problem without learning. Evolutionary psychologists and linguists
have invoked the (claimed) Baldwin effect to make wild assertions that should not be taken seriously.
What the Baldwin effect needs are plausible case-histories.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

What role does the Baldwin effect play in evolution? By
Baldwin effect �a term coined by Simpson (1953)� we refer to

a turn-of-the-twentieth-century idea (Baldwin, 1896; Morgan,
1896; Osborn, 1896) cogently described by Maynard Smith (1987,
p. 761) as follows: “If individuals vary genetically in their capacity
to learn, or to adapt developmentally, then those most able to
adapt will leave most descendants, and the genes responsible will
increase in frequency. In a fixed environment, when the best
thing to learn remains constant, this can lead to the genetic
determination of a character that, in earlier generations, had to
be acquired afresh in each generation”. The Baldwin effect
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involves two transitions (Turney et al., 1997; Godfrey-Smith,
2003): the first has to do with the evolutionary value of
phenotypic plasticity, or some particular form of plasticity
such as learning; the second with the ‘genetic accommodation’
[i.e., evolution in response to both genetically based and envir-
onmentally induced novel traits (Griffiths, 2003; West-Eberhard,
2003; Crispo, 2007)] of the learned trait. We use genetic accom-
modation instead of the more familiar term ‘genetic assimilation’
coined by Waddington (1953) because this last term should not
be equated to the Baldwin effect (Crispo, 2007; see also West-
Eberhard, 2003, pp. 153–154). Genetic assimilation can work with
pre-existing genetic variation; the Baldwin effect (as originally
posited) requires a new gene or genes.

Some towering figures in the Modern Synthesis �an expression
borrowed from the title of Julian Huxley's (1942) book � were either
indulgent with the theoretical plausibility of the Baldwin effect
(Simpson,1953) or utterly hostile towards it, recommending to discard
this concept altogether (Mayr, 1963; Dobzhansky, 1970). This advice is
followed by several influential textbooks in evolutionary biology
(Ridley, 2004; Futuyma, 2005; Barton et al., 2007) that do not even
mention Baldwin at all. However, although at present there appears
to be no clear empirical evidence for the Baldwin effect, several
authors have called for a radical revision of the consensus view and
argued that much evolution involves genetic accommodation
(Schlichting and Pigliucci, 1998; Avital and Jablonka, 2001; West-
Eberhard, 2003; Schlichting and Wund, 2014; but see Braendle and
Flatt, 2006). The current tension among evolutionary biologists
(Laland et al., 2014) is unmatched by scholars working in evolutionary
computation (Mitchell, 1996; Back et al., 1997; Turney et al., 1997) and
in others disciplines (typically evolutionary psychologists and cogni-
tive scientists; Weber and Depew, 2003), who invoke the Baldwin
effect as a major evolutionary force that could have led to the
emergence of mind (Dennett, 1995; Deacon, 1997; Pinker, 1997) and
to modern language (Pinker and Bloom, 1990; Briscoe, 1997; Calvin
and Bickerton, 2000; Dor and Jablonka, 2001). As Yamauchi (2004, p.
3) put it, “the Baldwin effect is particularly appealing because … It
may provide a natural Darwinian account for language evolution: It is
an especially popular idea among linguists that language evolution is
somehow saltational. This leads them to conclude that neo-Darwinian
theories are ‘incompetent’ for accounting for language evolution” (our
addition in italics). (Neo-Darwinism is used here to describe the
Modern Synthesis version of Darwinism.)

Much of the recent ‘excitement’ about the Baldwin effect stems
from a seminal paper published by computer scientists Geoffrey
Hinton and Steven Nowlan in the late 1980s (Hinton and Nowlan,
1987), which has been cited 1,101 times (Google Scholar) to date. They
developed a computational model combining a genetic algorithm
with learning by trial and error in a sexual population of chromo-
somes (the ‘organisms’) that were initially segregating at L¼20 loci
with three alleles each: 1, 0, and ? This chromosome determines the
connectivity of a neural network: allele 1 at a given locus indicates
that a particular connection exists whereas allele 0 at that locus
indicates that it does not. The question marks are plastic alleles that
allow the organism to set (or not) the connection at the end of a
learning period. The neural network has only one correct configura-
tion of connections and the task the organisms had to solve was to
find this configuration out of the 2L � 106 possible configurations. We
can assume without loss of generality that the right answer is the
chromosome with all alleles1; i.e., a fully connected neural network.
The catch is that any other configuration provides no information
whatsoever about where the correct answer might be. In such
problems, there is no better way to search than by exhaustively
sampling the entire combinatorial space; a situation termed a
‘needle-in-the-haystack’ problem. In other words, there is no efficient
algorithm that can find the fitness maximum unless we introduce
some ‘trick’; namely, to somehow smooth the spiked fitness

landscape through phenotypic plasticity (Frank, 2011). Hinton and
Nowlan (1987) assumed that each organism could try up to a
maximum of G¼1000 random guesses for the settings of the ?
states; these alleles define the ‘plastic genome’. The organisms were
also given the ability to recognize whether they have found the
correct settings after goG learning trials and, in such a case, stop
guessing (see below for details). Therefore, those organisms that were
relatively fast at learning the correct configuration of alleles enjoyed a
fitness advantage and produced more offspring. In the long run
�well before 50 generations in the simulation performed by Hinton
and Nowlan (1987)� , natural selection redesigned the genotypes in
the population and the correct alleles 1 increased in frequency.
Nonetheless, they did not take over and undecided alleles ? remained
segregating at relatively high frequency because in the end organisms
were able to learn quickly and, therefore, there was not much
selective pressure to fix the ‘innately correct’ fitter alleles. (Note,
therefore, that the model that worked was the one in which what
really mattered was how close an organism got to the correct
configuration.)

The scenario in Hinton and Nowlan (1987) showed (i) that the
Baldwin effect can be observed in silico, and (ii) that once the wrong
0 alleles are being eliminated by selection learning can dramatically
accelerate adaptive evolution in a flat fitness landscape with a single
isolated peak; what Ancel (2000) characterized as the ‘Baldwin
expediting effect’. Maynard Smith (1987, p. 762) explained this effect
by making a simple contrast with a population where organisms do
not learn: “In a sexual population of 1000 with initial allele frequen-
cies of 0.5, a fit individual would arise about once in 1000 generations
… Mating would disrupt the optimum genotype, however, and its
offspring would have lost the adaptation. In effect, a sexual population
would never evolve the correct settings… (or does so excessively
slowly)”. Actually, “the problem was never solved by an evolutionary
search without learning” (Hinton and Nowlan, 1987, p. 497). Con-
versely, Maynard Smith (1987) claimed that in the absence of learning
a large asexual population would include optimal individuals and the
correct settings would soon be established by selection.

The first claim about non-learning sexual organisms has been
taken for granted, whereas the second claim concerning asexual
organisms was analytically investigated by Fontanari and Meir (1990)
to answer the question: how soon is ‘soon’? Using their recursion
equation (3.1) to analyze the evolution of correct alleles, the answer is
that it would take more than 3000 generations for the population to
evolve the correct settings with initial allele frequencies 0.5 and no
mutation. Therefore, the conclusion seems to be fairly clear: in the
single-peaked fitness landscape assumed by Hinton and Nowlan
(1987) learning has a drastic effect on evolution.

Here, we show that this conclusion is generally incorrect and
requires careful considerations. The heart of the problem was also
pointed out by Maynard Smith (1987) and relates to the strong
positive epistasis in Hinton and Nowlan’s (1987) scenario. This
epistasis generates, in turn, strong positive associations between
the correct alleles in the non-learning organisms that can greatly
accelerate evolution (Appendix A). The former solution of more than
3000 generations for the asexual population to evolve the correct
settings is likely to be a gross overestimate as Fontanari and Meir
(1990) ignored the generation of linkage disequilibrium due to
directional selection. The remainder of the paper is organized as
follows. First, we discuss Hinton and Nowlan (1987) model in more
detail as it will make the reason for our skepticism about what they
have really demonstrated very clear. Second, we derive the exact
recursion equations for the asexual case and show that evolution is
indeed quite fast in this case. Third, challenging the conventional
wisdom we show that a finite population of sexual organisms that
do not learn does evolve the correct settings, and estimate the
probability of fixation and mean time to fixation of the correct
genotype as a function of population size N and chromosome length
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