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a b s t r a c t

In genealogies of genes sampled from structured populations, lineages coalesce at rates dependent on
the states of the lineages. For migration and coalescence events occurring on comparable time scales,
for example, only lineages residing in the same deme of a geographically subdivided population can
have descended from a common ancestor in the immediately preceding generation. Here, we explore
aspects of genealogical structure in a population comprising two demes, between which migration
may occur. We use generating functions to obtain exact densities and moments of coalescence time,
number of mutations, total tree length, and age of the most recent common ancestor of the sample. We
describe qualitative features of the distribution of gene genealogies, including factors that influence the
geographical location of themost recent common ancestor and departures of the distribution of internode
lengths from exponential.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Under population structure, the rate of coalescence among
genetic lineages depends upon the states of the lineages. The
state may include, for example, whether lineages reside in the
same or distinct individuals in a population undergoing inbreeding
or in the same or distinct demes of a subdivided population.
Crow and Maruyama (1971) addressed the effective number of
alleles (inverse of the probability of identity between a pair of
genes randomly sampled from the same deme), discussing its
relationship to the time to fixation of a neutral mutation and the
level of heterozygosity in a structured population. Much of the
substantial body of work on structured populations has focused on
analytical solutions for small samples (e.g., Nei and Feldman, 1972;
Li, 1976; Griffiths, 1981; Strobeck, 1987; Takahata, 1988; Hudson,
1990; Nath and Griffiths, 1993; Wakeley, 1996; Rosenberg and
Feldman, 2002; Innan and Watanabe, 2006; Wilkinson-Herbots,
2008).

In the context of an isolation-with-migrationmodel (IM,Nielsen
and Wakeley, 2001), Wang and Hey (2010) provided a de-
tailed description of the nature of the coalescence process. Only
lineages that reside in the same deme can coalesce in the immedi-
ately ancestral generation, with migration between demes induc-
ing changes in the number residing in a given deme.Wang andHey
(2010) computed the likelihood as a convolution over the numbers
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of the various kinds of migration events and the time spent in vari-
ous states (configuration of lineages amongdemes). Using a contin-
uous time Markov chain (CTMC) framework, Hobolth et al. (2011)
gave an analytical solution for the density of time since the most
recent coalescence in a small sample in an IM model comprising
two extant populations between which migration may have oc-
curred since their divergence from an ancestral population. Zhu
and Yang (2012) used this solution to develop a prior distribu-
tion of genealogical histories in their Markov Chain Monte Carlo
(MCMC) sampler involving three extant populations.Mailund et al.
(2011) incorporated the CTMC into a HiddenMarkovModel for the
estimation of divergence time and effective sizes of populations.
Andersen et al. (2013) developed a CTMC framework to accommo-
date the IMmodel, deriving densities for coalescence time andmu-
tation numbers.

This literature illustrates two related lines of research: de-
veloping a qualitative understanding of the effects of population
structure on patterns of genetic variation and developing a com-
putationally feasible approach to sampling-based inference frame-
works. Our exploration of aspects of a sample derived from two
demes falls at an intermediate point along this continuum. Our
objectives include enhancing intuition about genealogies within
structured populations as well as developing a model-based com-
putational approach that may contribute to the determination of
likelihoods of models and their parameters.

Building on previous methods (especially Takahata, 1988;
Hudson, 1990; Uyenoyama and Takebayashi, 2004), we describe
generating functions for total tree length and the number of
segregating sites in a sample of arbitrary size.We explore the effect
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of population structure on the density of time between successive
coalescence events (internode length) within gene genealogies.
To illustrate the qualitative behavior of the process, we conduct
a sensitivity analysis of the location of the most recent common
ancestor (MRCA) of a sample derived fromapopulation comprising
two demes.

2. Model

For a sample of n genes, the gene genealogy comprises n −

1 coalescence events, demarcating n − 1 levels, with level ℓ
corresponding to the segment inwhich exactly ℓ lineages ancestral
to the sample exist. At any point in the gene genealogy, each
lineage may exist in various states. Within the framework of an IM
model, for example, aspects of a configurationmay include the type
of each lineage (e.g., deme of origin or location of descendants).
We describe the spectrum of the states of all lineages at a level
boundary as the configuration. We denote the configuration at the
more recent boundary of a level as the entrance state and the
configuration at the more ancient boundary the exit state. The
exit state of a given level is identical to the entrance state of the
next level into the past. A gene genealogy corresponds to a list of
configurations, corresponding to the observed sample and every
level boundary back to theMRCA, together with a list of ages of the
level boundaries.

2.1. Continuous time

For any level of the gene genealogy, the process initiated at a
given entrance state may visit various transient (non-coalescent)
states en route to an absorbing (coalescent) state. We characterize
the within-level process as a continuous-time, finite-state Markov
chain, from the entrance state to the exit state. This framework
appears to be essentially equivalent to that of Andersen et al.
(2013).

Neuts (1995, Chapter 5) provides a lucid exposition of phase-
type densities obtained from transition matrices of the form
described in (5). Here, we place this general framework in the
present context in order to facilitate presentation of our approach
through generating functions (Section 2.2).

2.1.1. Transition probability matrix
Let P(t) denote the transition probability matrix, of which the

ijth element represents the probability that a process exists in state
j at time t + s given its existence in state i at time s, for any s. With
respect to entrance state i, we denote as transient any state j for
which limt →∞ Pij(t) = 0. Termination of the level corresponds to
absorption in exit state j (Pjj(t) = 1 for all t). We restrict attention
to processes in which all configurations can be classified as either
transient or absorbing.

Under the Markov properties, P(t) satisfies the Chapman–
Kolmogorov equations:

P(t + s) = P(t)P(s). (1)

In particular,

P(t + dt) − P(t) = P(t)[P(dt) − I] = [P(dt) − I]P(t), (2)

for I the identity matrix and dt a small time increment, with in-
stantaneous rates of change given by

lim
dt→0

P(dt) − I
dt

= P ′(0) = A. (3)

From (2) we obtain

P ′(t) = P(t)P ′(0) = P ′(0)P(t),

the solution of which gives

P(t) = eAt = I +

∞
k=1

(At)k

k!
(4)

(see, for example, Taylor and Karlin, 1998, Chapter VI, Section 6).
Given the entrance state of a level, the process may visit some

number of transient states before absorption in an exit state. For
a model of multiple demes, for example, the transient states may
reflect different arrangements of the lineages among the demes
and an exit state coalescence in one of the demes. Forα the number
of transient states accessible from the entrance state andβ the total
number of exit states accessible from any of the transient states,
the instantaneous rates of change (3) correspond to

A =


U V
0 0


, (5)

in which U (dimension α × α) gives the instantaneous rates of
within-level moves and V (α × β) between-level moves, with
the lower blocks representingmatrices of zeros of appropriate size
(β × α and β × β).

Let λi represent the instantaneous rate of change from transient
state i, the sum of the off-diagonal elements of row i. As the rows
of A must sum to zero, the diagonal elements of U correspond to
−L, for L a diagonal matrix of the λi:
L = Diag(λ1, λ2, . . . , λα). (6)
From (4) and (5), we obtain the transition probability matrix

P(t) =


eU t (eU t

− I)U−1V
0 I


. (7)

2.1.2. Hitting probabilities
That U represents rates of transition among transient states

implies
lim
t→∞

eU t
= 0.

From (7), this implies that the probability of absorption in exit state
j from transient state i corresponds to the ijth element of

Q = −U−1V . (8)

2.1.3. Density of internode length
In (7), the elements of (eU t

− I)U−1V represent cumulative
distribution functions, the ijth element of which gives the
probability that the process reaches absorbing state j from
transient state i by time t . Taking derivatives, we obtain the density
of absorption time:

eU tV . (9)
A number of authors (e.g., Takahata, 1988; Nath and Griffiths,

1993) have analyzed Laplace transforms of coalescence times,
equivalent to moment generating functions (mgfs) of these non-
negative variables. The mgf of duration of a level of the sample
genealogy corresponds to

h(b) = −[Ia + U ]
−1V . (10)

In general, the density may be recovered from the mgf using the
inversion function

f (t) =
1
2π


∞

−∞

e−ibtφ(b)db (11)

in which i =
√

−1 and φ(b) represents the corresponding charac-
teristic function,
φ(b) = h(ib).
Whether numerical integration of (11) or computation of (9) poses
greater challenges may depend on sample size and the process
modeled.
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