
Accepted Manuscript

Forecasting daily streamflow using online sequential extreme learning machines

Aranildo R. Lima, Alex J. Cannon, William W. Hsieh

PII: S0022-1694(16)30122-6

DOI: http://dx.doi.org/10.1016/j.jhydrol.2016.03.017

Reference: HYDROL 21121

To appear in: Journal of Hydrology

Received Date: 24 September 2015

Revised Date: 15 January 2016

Accepted Date: 11 March 2016

Please cite this article as: Lima, A.R., Cannon, A.J., Hsieh, W.W., Forecasting daily streamflow using online

sequential extreme learning machines, Journal of Hydrology (2016), doi: http://dx.doi.org/10.1016/j.jhydrol.

2016.03.017

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers

we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and

review of the resulting proof before it is published in its final form. Please note that during the production process

errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.jhydrol.2016.03.017
http://dx.doi.org/http://dx.doi.org/10.1016/j.jhydrol.2016.03.017
http://dx.doi.org/http://dx.doi.org/10.1016/j.jhydrol.2016.03.017


  

Forecasting daily streamflow using online sequential extreme1

learning machines2

Aranildo R. Lima*1, Alex J. Cannonb, William W. Hsieh1
3

aDepartment of Earth, Ocean and Atmospheric Sciences, University of British Columbia, Vancouver,4

BC, Canada5

bClimate Data and Analysis Section, Climate Research Division, Environment Canada.6

Abstract7

While nonlinear machine methods have been widely used in environmental forecasting,

in situations where new data arrive continuously, the need to make frequent model up-

dates can become cumbersome and computationally costly. To alleviate this problem,

an online sequential learning algorithm for single hidden layer feedforward neural net-

works – the online sequential extreme learning machine (OSELM) – is automatically

updated inexpensively as new data arrive (and the new data can then be discarded).

OSELM was applied to forecast daily streamflow at two small watersheds in British

Columbia, Canada, at lead times of 1-3 days. Predictors used were weather forecast data

generated by the NOAA Global Ensemble Forecasting System (GEFS), and local hydro-

meteorological observations. OSELM forecasts were tested with daily, monthly or yearly

model updates. More frequent updating gave smaller forecast errors, including errors for

data above the 90th percentile. Larger datasets used in the initial training of OSELM

helped to find better parameters (number of hidden nodes) for the model, yielding better

predictions. With the online sequential multiple linear regression (OSMLR) as bench-

mark, we concluded that OSELM is an attractive approach as it easily outperformed

OSMLR in forecast accuracy.
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