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s u m m a r y

In this paper, we proposed a new typhoon rainfall forecasting model to improve hourly typhoon rainfall
forecasting. The proposed model integrates multi-objective genetic algorithm with support vector
machines. In addition to the rainfall data, the meteorological parameters are also considered. For each
lead time forecasting, the proposed model can subjectively determine the optimal combination of input
variables including rainfall and meteorological parameters. For 1- to 6-h ahead forecasts, an application
to high- and low-altitude metrological stations has shown that the proposed model yields the best per-
formance as compared to other models. It is found that meteorological parameters are useful. However,
the use of the optimal combination of input variables determined by the proposed model yields more
accurate forecasts than the use of all input variables. The proposed model can significantly improve
hourly typhoon rainfall forecasting, especially for the long lead time forecasting.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

As a significant issue in hydrology, rainfall forecasting has usu-
ally been of great concern. The torrential rainfall caused by ty-
phoons (tropical cyclones occurring in the western Pacific Ocean)
often leads to serious disasters. Warning systems for disaster mit-
igation have been developed. Typhoon rainfall forecasting plays an
essential role in these warning systems. Therefore, more accurate
typhoon rainfall forecasts are always required. In addition, the
complex physical and highly nonlinear process of typhoon rainfall
also results in many difficulties in developing a physically-based
mathematical model. Artificial neural networks (ANNs), which
have great ability to model nonlinear systems without too many
assumptions, are an attractive alternative to the physically-based
models. ANNs have been a well-known tool for hydrologists and
water resources engineers. The ASCE Task Committee (2000a,b)
and Maier and Dandy (2000) have carried out comprehensive re-
views of the applications of ANNs in hydrology. During the recent
decades, ANN-based models have been proposed for hydrologic
forecasting (e.g., Adamowski et al., 2012; Bae et al., 2007; Chang
et al., 2009; Daliakopoulos et al., 2005; Lin and Chen, 2004; Lin
et al., 2010; Mount and Abrahart, 2011; Nourani et al., 2008; Yang
and Chen, 2009). As to rainfall forecasting, applications of NNs

have also been presented (e.g., Chattopadhyay and Chattopadhyay,
2008; Chau and Wu, 2010; Lin and Chen, 2005; Lin and Wu, 2009;
Lin et al., 2009b; Luk et al., 2000, 2001; Ramirez et al., 2005). To ob-
tain effective forecasts of hourly rainfall, a model with good gener-
alization ability is needed.

Support vector machines (SVMs) have emerged as an alterna-
tive data-driven tool in many conventional NN dominated fields,
especially for hydrologic time series forecasting, such as reservoir
inflow forecasting (Lin et al., 2009a, 2010), streamflow forecasting
(Maity et al., 2010), typhoon flood forecasting (Lin et al., 2013), and
hydrologic time series analysis (Hong and Pai, 2007; Liong and
Sivapragasam, 2002; Sivapragasam and Liong, 2005; Yu and Liong,
2007). Lin et al. (2009b) compared the BPN-based and SVM-based
models for hourly typhoon rainfall forecasting and found that the
SVM-based model is more accurate, robust, and efficient than the
conventional model. Lin et al. (2009b) showed that SVMs have bet-
ter generalization ability and the weights of the SVMs are guaran-
teed to be unique and globally optimal. Moreover, SVMs are
trained much more rapidly. Therefore, the aforementioned advan-
tages have prompted us to improve typhoon rainfall forecasting by
using SVM-based models.

Additionally, the determination of appropriate inputs is impor-
tant. The effects of meteorological parameters on rainfall forecast-
ing have received little attention. Venkatesan et al. (1997) used
different meteorological parameters as model inputs to predict
all India summer monsoon rainfall. Ramirez et al. (2005) con-
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structed a NN-based model using meteorological parameters as in-
put data for daily rainfall forecasting applied to the Sao Paulo re-
gion. Chattopadhyay (2007) developed a multilayer perceptron
model to forecast the summer monsoon rainfall with meteorolog-
ical parameters. Although the aforementioned studies have shown
that meteorological parameters are usually used as input to fore-
cast monsoon and daily rainfall, there are still limited studies on
the effect of meteorological parameters for hourly typhoon rainfall
forecasting. To obtain effective hourly rainfall forecasts for longer
lead time forecasting, it is justified to propose a novel model.

Hong and Pai (2007) employed only antecedent rainfall as input
into a typhoon rainfall forecasting model. Their forecast results are
acceptably accurate but only for 1-h ahead forecasting. In general,
the performance of models with only antecedent rainfall usually
decreases rapidly with increasing forecast lead time. In addition
to typhoon rainfall, meteorological parameters are regarded as
key input to the hourly typhoon rainfall forecasting models to fur-
ther improve the long lead time forecasting. However, owing to
many meteorological parameters and rainfall are used as input to
models, the process of searching the optimal combination of inputs
by manual methods (e.g., trial-and-error) is a tedious and time-
consuming task. This leaves open the possibility of improved train-
ing procedure by employing several types of optimization meth-
ods. One of the optimization methods is multi-objective genetic
algorithm (MOGA). In recent years, MOGAs have increasingly been
applied to many water resources topics, such as water resource
systems (Louati et al., 2011; Reed and Minsker, 2004), and reser-
voir operation (Reddy and Kumar, 2006). Yapo et al. (1998) demon-
strated that MOGA is an effective and efficient search algorithm. In
a typical multi-objective optimization problem, the interaction of
multiple objectives yields a set of efficient or non-dominated solu-
tions, known as Pareto-optimal solutions, which give a decision
maker more flexibility in the selection of a suitable alternative
(Nedjah et al., 2010). Thus, MOGA was employed for finding an
optimal solution in this paper.

The purpose of this paper is to propose a new hourly typhoon-
rainfall forecasting model with the optimal combination of input
variables. The rest of this article is organized as follows: (1) the
Proposed Forecasting Model section presents the proposed model-
ing method; (2) the Application section shows the description of
data and presents an application conducted to demonstrate the
performance of the proposed model; (3) in the Results and Discus-
sions section, forecast results are presented to demonstrate the
superiority of the proposed model and some discussions are de-
scribed; (4) the last section summarizes main conclusions in this
study.

2. The proposed forecasting model

The proposed model has three advantages. Firstly, it is able to
determine whether each input variable is useful or not. Secondly,
it is able to optimize the lag lengths of input variables. Thirdly, it
can simultaneously consider the relationship between typhoon
rainfall and input variables with the above determined lag lengths.
The detailed procedures and descriptions of the proposed model
are presented below.

2.1. SVM theory

Vapnik developed SVMs for classification in the early 1990s,
and then extended for regression (Vapnik, 1995). There are two dif-
ferences between the SVMs and the conventional ANNs. First of all,
the structural risk minimization (SRM) induction principle instead
of empirical risk minimization (ERM) is used to construct SVMs.
According to the SRM induction principle, both the model com-

plexity and the empirical risk should be minimized in the same
time. The use of SRM induction principle causes the better gener-
alization ability of SVMs. For SVMs, the determination of the archi-
tecture and weights are expressed in terms of a quadratic
optimization problem which can be rapidly solved by a standard
programming algorithm than the conventional ANNs. In this sec-
tion, the methodology of the support vector regression (SVR) used
in this paper is briefly described. More mathematical details about
SVR can be found in some text books (Cristianini and Shaw-Taylor,
2000; Vapnik, 1995, 1998).

Consider a set of given training data ½ðx1; y1Þ; ðx2; y2Þ; . . . ;

ðxNd
; yNd
Þ� with input vector xi and output data yi. Nd is the number

of training data. The output ŷ is the best approximate of the desired
output y. The objective of the support vector machines for regres-
sion is to find a nonlinear regression function to yield the output ŷ.
Firstly, the input vector x is mapped onto a higher dimensional fea-
ture space by a nonlinear function /(x). The regression function
that relates the input vector x to the output ŷ can be written as

ŷ ¼ f ðxÞ ¼ wT/ðxÞ þ b ð1Þ

where w and b are the weight vectors and the bias of the regression
function, respectively. On the basis of the structural risk minimiza-
tion induction principle, w and b are estimated by minimizing the
following structural risk function:

R ¼ 1
2

wTwþ C
XNd

i¼1

LeðŷiÞ ð2Þ

where C is a user-defined parameter. The first and second terms on
the right-hand side of Eq. (2) represent the model complexity and
the empirical error, respectively. The value of parameter C in Eq. (2)
represents the trade-off between the model complexity and the
empirical error. Vapnik’s e-insensitive loss function Le is defined as

LeðŷÞ ¼
0

wT/ðxÞ þ b
� �

� y
�� ��

(
if wT/ðxÞ þ b
� �

� y
�� �� < e

if wT/ðxÞ þ b
� �

� y
�� ��P e

ð3Þ

In this paper, the value of C is set to 1 that represents the model
complexity is as important as the empirical error. In addition, the
tolerance e is set to 0.01.

The SVM for regression problem is equivalent to the following
optimization problem (Vapnik, 1995):

Minimize Rðw; b; n; n0Þ ¼ 1
2

wTwþ C
XNd

i¼1

ðni þ n0iÞ ð4Þ

subject to

yi � ŷi ¼ yi � wT/ðxiÞ þ b
� �

6 eþ ni ð5:1Þ

ŷi � yi ¼ wT/ðxiÞ þ b
� �

� yi 6 eþ n0i ð5:2Þ

ni P 0; i ¼ 1;2; . . . ;Nd ð5:3Þ

n0i P 0; i ¼ 1;2; . . . ;Nd ð5:4Þ

where n and n
0
, which are slack variables, represent the upper and

the lower training errors, respectively. The above optimization
problem is usually solved using Lagrange multipliers. Rewriting
Eq. (4) in its dual form and differentiating with respect to the primal
variables (w, b, n, n

0
) gives

Maximize

XNd

i¼1

½yiðai�a0iÞ�eðaiþa0iÞ��
1
2

XNd

i¼1

XNd

j¼1

ðai�a0iÞðaj�a0jÞ/ðxiÞT/ðxjÞ ð6Þ

subject to
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