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For a very general class of unbounded self-adjoint operator 
functions we prove upper bounds for eigenvalues which lie 
within arbitrary gaps of the essential spectrum. These upper 
bounds are given by triple variations. Furthermore, we find 
conditions which imply that a point is in the resolvent set. 
For norm resolvent continuous operator functions we show 
that the variational inequality becomes an equality.
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1. Introduction

In many applications of operator and spectral theory eigenvalue problems appear 
which are nonlinear in the eigenvalue parameter, e.g. polynomially or rationally. Very 
often such problems can be dealt with by introducing a function of the spectral parameter 
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whose values are linear operators in a Hilbert space. To be more specific, let T (·) be an 
operator function that is defined on some set Δ ⊂ C and whose values are closed linear 
operators in a Hilbert space (H, 〈· , ·〉); for each λ ∈ Δ the domain of the operator T (λ) is 
denoted by dom(T (λ)). A number λ ∈ Δ is called an eigenvalue of the operator function 
T if there exists an x ∈ dom(T (λ)) \ {0} such that T (λ)x = 0, i.e. 0 is in the point 
spectrum of the operator T (λ). The spectrum, essential spectrum, discrete spectrum and 
resolvent set of T are defined as follows:

σ(T ) :=
{
λ ∈ Δ : 0 ∈ σ(T (λ))

}
,

σess(T ) :=
{
λ ∈ Δ : 0 ∈ σess(T (λ))

}
=

{
λ ∈ Δ : T (λ) is not Fredholm

}
,

σdis(T ) := σ(T ) \ σess(T ),

ρ(T ) :=
{
λ ∈ Δ : 0 ∈ ρ(T (λ))

}
;

note that a closed operator is called Fredholm if the dimension of the kernel and the 
(algebraic) co-dimension of the range are finite. A trivial example of an operator function 
is given by T (λ) = A − λI where A is a closed operator; in this case the spectra of the 
operator function T and the operator A clearly coincide. More complicated examples are 
operator polynomials or Schur complements of block operator matrices; see, e.g. [25,31]
and the references therein; see also the survey article [29] about numerical methods for 
eigenvalues of quadratic matrix polynomials.

It is our aim to show spectral enclosures and variational principles for eigenvalues 
of operator functions. In the 1950s R.J. Duffin [6] proved a variational principle for 
eigenvalues of certain quadratic matrix polynomials, which was generalised to infinite-
dimensional spaces and more general operator functions in the following decades; see, 
e.g. [27,32,14,36,1,25]. Basically, the following situation was considered. Let T be a dif-
ferentiable function defined on an interval [α, β] whose values are bounded self-adjoint 
operators in a Hilbert space H such that T (α) � 0 (i.e. T (α) is uniformly positive) and 
T (β) � 0. Moreover, for every x ∈ H\{0} the scalar function λ �→ 〈T (λ)x, x〉 has exactly 
one zero in (α, β), which we denote by p(x), and the inequality 〈T ′(p(x))x, x〉 < 0 holds. 
The mapping x �→ p(x) is called a generalised Rayleigh functional. The eigenvalues of 
T below the essential spectrum of T can accumulate at most at the bottom of σess(T ); 
if they are denoted by λ1 ≤ λ2 ≤ · · · , then they are characterised by the following 
variational principle:

λn = min
L⊂H

dim L=n

max
x∈L
x�=0

p(x) = max
L⊂H

dim L=n−1

min
x∈H

x⊥L, x �=0

p(x); (1.1)

here L denotes finite-dimensional subspaces of H. If T (λ) = A −λI where A is a bounded 
self-adjoint operator, then (1.1) reduces to the standard variational principle for eigen-
values of a self-adjoint operator; the generalised Rayleigh functional is then just the 
classical Rayleigh quotient: p(x) = 〈Ax,x〉

‖x‖2 .
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