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We consider an n × n matrix of the form A = UTV, with
U, V some independent Haar-distributed unitary matrices 
and T a deterministic matrix. We prove that for k ∼ n1/6

and b2 := 1
n

Tr(|T|2), as n tends to infinity, we have

ETr(Ak(Ak)∗) � b2k and E[|Tr(Ak)|2] � b2k.

This gives a simple proof (with slightly weakened hypothesis) 
of the convergence of the support in the Single Ring Theorem, 
improves the available error bound for this convergence from 
n−α to e−cn1/6 and proves that the rate of this convergence is 
at most n−1/6 logn.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

The Single Ring Theorem, by Guionnet, Krishnapur and Zeitouni [8], describes the 
empirical distribution of the eigenvalues of a large generic matrix with prescribed singular 
values, i.e. an n × n matrix of the form A = UTV, with U, V some independent 
Haar-distributed unitary matrices and T a deterministic matrix whose singular values are 

E-mail address: florent.benaych-georges@parisdescartes.fr.

http://dx.doi.org/10.1016/j.jfa.2015.03.005
0022-1236/© 2015 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/j.jfa.2015.03.005
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jfa
mailto:florent.benaych-georges@parisdescartes.fr
http://dx.doi.org/10.1016/j.jfa.2015.03.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jfa.2015.03.005&domain=pdf


F. Benaych-Georges / Journal of Functional Analysis 268 (2015) 3492–3507 3493

Fig. 1. Spectrum of A when the si’s are uniformly distributed on [0.5, 4], so that a ≈ 1.41 and b ≈ 2.47
(here, n = 2.103).

the ones prescribed. More precisely, under some technical hypotheses,1 as the dimension 
n tends to infinity, if the empirical distribution of the singular values of A converges to 
a compactly supported limit measure Θ on the real line, then the empirical eigenvalues 
distribution of A converges to a limit measure μ on the complex plane which depends 
only on Θ. The limit measure μ (see Fig. 1) is rotationally invariant in C and its support 
is the annulus {z ∈ C ; a ≤ |z| ≤ b}, with a, b ≥ 0 such that

a−2 =
∫

x−2dΘ(x) and b2 =
∫

x2dΘ(x). (1)

In [9], Guionnet and Zeitouni also proved the convergence in probability of the support 
of the empirical eigenvalues distribution of A to the support of μ. The reason why the 
radii a and b of the borders of the support of μ are given by (1) is related to the earlier 
work [10] by Haagerup and Larsen about R-diagonal elements in free probability theory 
but has no simple explanation: the matrix A is far from being normal, hence its spectral 
radius should be smaller than its operator norm, i.e. than the L∞-norm2 of Θ, but, up 
to our knowledge, there is no evidence why this modulus has to be close to the L2-norm 
of Θ, as follows from (1).

Another way to see the problem is the following one. In [19], Rudelson and Vershynin 
have proved that there is a universal constant c such that the smallest singular value 

1 These hypotheses have been weakened by Rudelson and Vershynin in [19] and by Basak and Dembo 
in [1].
2 To be precise, we should say the “L∞-norm of a Θ-distributed r.v.” rather than “L∞-norm of Θ”. The 

same is true for the L2-norm hereafter.
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