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A B S T R A C T

We prove that for writing the 3 by 3 permanent polynomial as a determinant of a matrix consisting only of zeros, ones, and variables as entries, a 7 by 7 matrix is required. Our proof is computer based and uses the enumeration of bipartite graphs. Furthermore, we analyze sequences of polynomials that are determinants of polynomially sized matrices consisting only of zeros, ones, and variables. We show that these are exactly the sequences in the complexity class of constant free polynomially sized (weakly) skew circuits.
© 2016 Elsevier Inc. All rights reserved.

## 1. Introduction

Let $\mathfrak{S}_{m}$ denote the symmetric group on $m$ letters and let $\operatorname{per}_{m}:=\sum_{\pi \in \mathfrak{S}_{m}} \prod_{i=1}^{m} x_{i, \pi(i)}$ denote the $m \times m$ permanent polynomial in $m^{2}$ variables. The flagship problem in algebraic complexity theory is finding superpolynomial lower bounds for the determinantal complexity of the permanent polynomial, a question whose roots date back to Valiant's

[^0]seminal paper [16], with an additional emphasis on the special role of the permanent in [17].

We call a matrix whose entries are only variables or integers an integer variable matrix. One main implication of [16] is the following theorem.

Theorem 1.1. For every polynomial $f$ with rational coefficients one can always find a square matrix $A$ whose entries are variables or rational numbers such that $\operatorname{det}(A)=f$. Moreover, if $f$ has only integer coefficients, then $A$ can be chosen as an integer variable matrix.

For example,

$$
\operatorname{det}\left(\begin{array}{ccc}
0 & x_{11} & x_{21}  \tag{1.2}\\
x_{12} & 0 & 1 \\
x_{22} & 1 & 0
\end{array}\right)=x_{11} x_{22}+x_{12} x_{21}=\operatorname{per}_{2}
$$

For an $n \times n$ square matrix we refer to $n$ as its size. What is the minimal size of a matrix whose determinant is per ${ }_{m}$ and whose entries are only variables and rational numbers? For a given $m$ we take dc $\left(\operatorname{per}_{m}\right)$ to be this minimal size. It is famously conjectured by Valiant that the sequence $m \mapsto \mathrm{dc}\left(\operatorname{per}_{m}\right)$ of natural numbers grows superpolynomially fast. In modern terms we can concisely phrase this conjecture as $\mathbf{V P}_{\text {ws }} \neq \mathbf{V N P}$, see for example [10]. A graph construction by Grenet [4], see Section 6.1, has the following consequence.

Theorem 1.3. For every natural number $m$ there exists an integer variable matrix $A$ of size $2^{m}-1$ such that $\operatorname{per}_{m}=\operatorname{det}(A)$. Moreover, $A$ can be chosen such that the entries in $A$ are only variables, zeros, and ones, but no other constants.

Theorem 1.3 gives rise to the following definition. We call a matrix whose entries are only zeros, ones, or variables, a binary variable matrix. We will prove in Corollary 2.4 that every polynomial $f$ with integer coefficients can be written as the determinant of a binary variable matrix and that the size is almost the size of the matrix from Theorem 1.1, see Proposition 2.3 for a precise statement. We then denote by $\operatorname{bdc}(f)$ the smallest $n$ such that $f$ can be written as a determinant of an $n \times n$ binary variable matrix. It turns out that the complexity class of sequences $\left(f_{m}\right)$ with polynomially bounded binary determinantal complexity $\operatorname{bdc}\left(f_{m}\right)$ is exactly $\mathbf{V P}_{\mathbf{w s}}^{0}$, the constant free version of $\mathbf{V P}_{\mathbf{w s}}$, see Section 5 for definitions and proofs.

Theorem 1.3 shows that $\operatorname{bdc}\left(\operatorname{per}_{m}\right) \leq 2^{m}-1$. It is easy to see that this upper bound is sharp for $m=1$ and for $m=2$.

The best known general lower bound is $\operatorname{bdc}\left(\operatorname{per}_{m}\right) \geq \frac{m^{2}}{2}$ due to [12] in a stronger model of computation, see also [7] for the same bound in an even stronger model of computation. This implies that $\operatorname{bdc}\left(\operatorname{per}_{3}\right)$ is either 5,6 , or 7 .
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