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In this paper, we consider the generalized low rank approxima-
tion of the correlation matrices problem which arises in 
the asset portfolio. We first characterize the feasible set by 
using the Gramian representation together with a special 
trigonometric function transform, and then transform the 
generalized low rank approximation of the correlation matrices 
problem into an unconstrained optimization problem. Finally, 
we use the conjugate gradient algorithm with the strong Wolfe 
line search to solve the unconstrained optimization problem. 
Numerical examples show that our new method is feasible and 
effective.
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1. Introduction

Throughout this paper, we use Rn×n and S+
n to denote the set of n × n real matrices 

and symmetric positive semidefinite matrices, respectively. We use AT and tr(A) to 
represent the transpose and trace of the matrix A, respectively. The symbols ‖A‖F and 
rank(A) denote the Frobenius norm and the rank of the matrix A, respectively. The 
symbol diag(Y ) stands for the vector whose elements lie in the diagonal line of the 
matrix Y , and the symbol e stands for the vector whose elements are of all ones, i.e., 
e = (1, 1, · · · , 1)T .

In this paper, we consider the following problem named generalized low rank approx-
imation of the correlation matrices.

Problem 1.1. Given some correlation matrices A(d) ∈ Rn×n, d = 1, 2, · · · , m, and a 
positive integer k, 1 ≤ k < n, find a correlation matrix Ŷ whose rank is less than and 
equal to k such that

1
2

m∑
d=1

∥∥A(d) − Ŷ
∥∥2
F

= min
Y ∈S+

n , diag(Y )=e, rank(Y )≤k

1
2

m∑
d=1

∥∥A(d) − Y
∥∥2
F
. (1.1)

Problem (1.1) arises in the asset portfolio (see [10] for more details), which can be 
stated as follows. Suppose that R = DCD is the covariance matrix of n assets, where 
C is a correlation matrix and D is a diagonal matrix with positive variances which are 
specially used to describe the risk of assets. In practice, the covariance matrix is usually 
estimated by the historical data of the return of each asset, that is, an approximation 
covariance is obtained by statistics method. Let

R(d) = D(d)C(d)D(d)

be the approximation covariance with dth sampling some data, where D(d) and C(d)

are the dth approximation diagonal matrix and correlation matrix, respectively. Higham 
[4] proposed a method for finding the nearest low rank approximation of a correlation 
matrix by only one sampling (i.e., m = 1). However, it is difficult for the decision maker 
to choose the best approximation covariance matrix with only one sampling because there 
is always a noise in the data on the prices of assets. Thus, we develop a repeated sampling 
method to get a series of approximation covariance matrices, that is, d comes from 1 to m. 
Obviously, it is very easy to obtain the optimal diagonal matrix D̂ by a series of D(d). 
The major obstacle to finding the optimal covariance matrix is conducting the optimal 
correlation matrix Ĉ from a series of C(d). The above consideration leads to solving the 
following problem: given some correlation matrices A(1), A(2), · · · , A(m) ∈ Rn×n, find a 
correlation matrix Ŷ such that

1
2

m∑
d=1

∥∥A(d) − Ŷ
∥∥2
F

= min
Y ∈S+

n , diag(Y )=e

1
2

m∑
d=1

∥∥A(d) − Y
∥∥2
F
. (1.2)
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