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In this paper we generalize the absolute bound for association
schemes to coherent configurations. We examine this bound in
the context of quasi-symmetric and strongly regular designs. In
particular, we use it to derive a new feasibility condition for
strongly regular designs and give examples of parameter sets ruled
out by this condition but which pass all other feasibility conditions
known to us.
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1. Introduction and definitions

Coherent configurations are, simply put, association schemes linked by relations which satisfy cer-
tain regularity conditions. Commutative association schemes have received the greatest amount of
attention, and many objects have been modeled as association schemes in design theory, finite ge-
ometry and coding theory. However, some objects are better modeled as coherent configurations. For
example, generalized quadrangles (see [15]) give rise to strongly regular graphs, but with the ex-
ception of those of order (q,q2) they cannot be characterized by strongly regular graphs. They can,
however, be characterized as certain coherent configurations. There are also instances when an asso-
ciation scheme can be fissioned into a coherent configuration to obtain more information. This was
successfully used by Schrijver [16] to give new bounds on error correcting codes.

This paper is part of ongoing work to generalize the theory of commutative association schemes
to all coherent configurations. One way to do this is to apply the standard theory to each commu-
tative association scheme contained in the configuration. However, this rather trivial generalization
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does not exploit the fact that inside the coherent configuration, these schemes must also have a nice
relationship with one another, and it does not apply to non-commutative fibers.

This suggests that stronger results should be possible. The first such result came when the Krein
conditions were generalized by Hobart in [10] to give a stronger necessary condition. Later, Hobart
generalized Delsarte’s bounds on subsets [11].

In this paper, we consider the absolute bound. In an association scheme, the absolute bound is
an inequality between the ranks of entrywise products of idempotents and sums of eigenvalue mul-
tiplicities. This condition has been used to rule out distance regular graphs (in particular certain
strongly regular graphs, see [2]).

We present a generalization of this bound to coherent configurations. We also give examples of
feasible parameters for configurations ruled out by this condition.

First, we begin with some definitions.
A coherent configuration (c.c.) is a pair (X,R) such that X is a finite set and R= {R1, . . . , Rd} with

Ri ⊂ X × X , satisfying the following:

1. R is a partition of X × X .
2. If Ri ∩ I �= ∅ then Ri ⊂ I , where I = {(x, x): x ∈ X}.
3. For each Ri ∈R, RT

i ∈R, where RT
i = {(y, x) ∈ X × X: (x, y) ∈ Ri}.

4. For Ri, R j, Rk ∈ R and x, y ∈ X with (x, y) ∈ Rk , the number of z such that (x, z) ∈ Ri and
(z, y) ∈ R j is a constant pk

i j , independent of the choice of x and y.

Each relation Ri has a corresponding |X | × |X | matrix Ai , defined by (Ai)xy = 1 or 0 depending
on whether (x, y) ∈ Ri or not. The matrices {Ai} generate a semisimple matrix algebra A over the
complex numbers, which is also closed under entrywise multiplication.

The partition of the identity relation yields a partition of X into sets Xα , α ∈ Ω , called the fibers
of the c.c. For fibers Xα and Xβ , define the subspace Aαβ to be the set of all A ∈ A such that for all
x, y ∈ X we have Axy �= 0 implies that x ∈ Xα and y ∈ Xβ . Let Aα =Aαα ; note that Aα is a subalgebra
of A.

If a coherent configuration has only one fiber, it is called an association scheme. Note that there is
an induced association scheme on each fiber Xα whose Bose–Mesner algebra is isomorphic to Aα ; we
will also refer to these schemes as fibers of the c.c. Coherent configurations are, in a sense, association
schemes linked by additional relations. If A is commutative, the c.c. must be an association scheme,
which we call a commutative association scheme. For more information on commutative association
schemes, see [3].

For the corresponding theory of coherent configurations, see [7] and [8]; we will in general use
the notation of [8]. Let � = {�s: s ∈ S} be the set of absolutely irreducible representations of A over
the complex numbers. We choose the representations so that �s(A∗) = (�s(A))∗ , where ∗ denotes
the conjugate transpose. Denote the degree of the representation �s by es , and the multiplicity by hs .

Since A is semisimple, it decomposes into a direct sum of algebras
⊕

Es where each algebra Es
is isomorphic to Mes (C). We have the following result about ranks of matrices in A.

Lemma 1. For all A ∈ A,

rk(A) =
∑
s∈S

hsrk
(
�s(A)

)
.

Proof. If we block diagonalize the matrix algebra, the resulting matrix A′ has exactly hs blocks which
are equivalent to �s(A). The formula for the rank of A then follows. �

We can find a basis E s
i j for each algebra Es , satisfying

E s
i jE

t
kl = δstδ jkE s

il,
(
E s

ji

)∗ = E s
i j, �s

(
Et

i j

) = δst Es
i j (1)

where Es
i j is the es × es matrix with a 1 in the i, j entry and 0 everywhere else.
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