
Linear Algebra and its Applications 439 (2013) 2453–2467

Contents lists available at SciVerse ScienceDirect

Linear Algebra and its Applications

www.elsevier.com/locate/laa

Polynomial numerical hulls of some normal
matrices

Hamid Reza Afshin ∗, Mohammad Ali Mehrjoofard

Department of Mathematics, Vali-e-Asr University of Rafsanjan, Rafsanjan, Iran

a r t i c l e i n f o a b s t r a c t

Article history:
Received 15 April 2013
Accepted 22 June 2013
Available online 22 July 2013
Submitted by R. Brualdi

MSC:
15A60
15A18

Keywords:
Polynomial numerical hull
Numerical range
Normal matrices

In this note, polynomial numerical hulls of matrices of the form
A1 ⊕ i A2, where A1 and A2 are Hermitian, are characterized.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Let A ∈ Mn . The polynomial numerical hull of order k of A was first introduced by O. Nevan-
linna [8] as

V k(A) := {
z ∈C: ∀p ∈ Pk,

∣∣p(z)
∣∣� ∥∥p(A)

∥∥},
where Pk is the set of complex polynomials of degree at most k, and ‖ · ‖ is the spectral norm. Also,
some generalizations of polynomial numerical hull were defined by Salemi [9]. Remember that the
joint numerical range of matrices A1, . . . , Am ∈ Mn is defined as follows:

W (A1, . . . , Am) = {(
x∗ A1x, . . . , x∗ Amx

)T ∈ C
m: x ∈C

n, x∗x = 1
}
.

* Corresponding author.
E-mail address: afshin@vru.ac.ir (H.R. Afshin).

0024-3795/$ – see front matter © 2013 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.laa.2013.06.025

http://dx.doi.org/10.1016/j.laa.2013.06.025
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/laa
mailto:afshin@vru.ac.ir
http://dx.doi.org/10.1016/j.laa.2013.06.025
http://crossmark.dyndns.org/dialog/?doi=10.1016/j.laa.2013.06.025&domain=pdf


2454 H.R. Afshin, M.A. Mehrjoofard / Linear Algebra and its Applications 439 (2013) 2453–2467

Greenbaum [7] showed that when A is normal,

V k(A) = {
z ∈C:

(
z, z2, . . . , zk) ∈ W

(
A, A2, . . . , Ak)}.

Besides, Dash [4] showed that joint numerical range of any m-tuple of commuting normal matrices
is the convex hull of joint spectrum of it. So

V k(A) = {
z ∈C:

(
z, z2, . . . , zk) ∈ conv

(
σ
(

A, A2, . . . , Ak))}. (1)

This formula plays a key role in the arguments presented in this paper. For matrices A = A1 ⊕ i A2
where A1, A2 are Hermitian; V 2(A) was computed by Davis and Salemi [6]. Also, in [5] it is proved
that the polynomial numerical hull of order 4 or higher of any matrix of this type is the spectrum.
We determined the polynomial numerical hull of order 3 for 4-by-4 matrices of this form [2], and
presented a formula [1] for matrices with size greater than 6-by-6, but there is not any complete
characterization for matrices of remained sizes. So, we concentrate on 5-by-5 and 6-by-6 ones to
reach to the goal of this paper.

For the rest of the paper we shall fix the following notations

aS = {as: s ∈ S},
S + a = {s + a: s ∈ S},
a,brc,d,e = cde + ab(c + d − e)

cde(b − a)
,

a,bsc,d,e = cde(b − a)

cde + ab(c + d − e)
,

where a,b, c,d, e ∈C and S ⊂ C.
In addition, throughout this paper, any interval whose lower bound is strictly greater than its

upper will be considered as an empty set.
Below, we state some properties of the polynomial numerical hull of A ∈ Mn .

Lemma 1.1. (See [6–8].) Let A ∈ Mn, k ∈ N and U ∈ Mn be a unitary matrix. Then:

(a) V k(A) is a compact set.
(b) σ(A) ⊆ V k+1(A) ⊆ V k(A) ⊆ V 1(A) = W (A), for all k � 1.
(c) If m is the degree of the minimal polynomial of A, then V k(A) = σ(A) for all k � m.
(d) V k(αA + β I) = αV k(A) + β for all α and β in the complex plane C.
(e) Let A be a normal matrix and σ(A) ⊂ R∪ iR, then V k(A) ⊂R∪ iR.
(f) Let A = A∗ . Then V 2(A) = σ(A).
(g) Let A′ = A ⊕ [α], where [α] denotes a 1 × 1 matrix with entry α ∈ V k(A), then V k(A′) = V k(A).
(h) V k( Ā) = {z̄: z ∈ V k(A)}, where z̄ is complex conjugate of z.
(i) V k(U∗ AU ) = V k(A).

Theorem 1.2. (See [2].) Let A = diag(α,−β, iγ ,−iθ) where α, β , γ and θ are positive numbers. Then:

(a) If α = β or γ = θ , then V 3(A) = σ(A) ∪ ({αβ(θ−γ )i+θγ (β−α)
αβ+θγ } ∩ W (A)).

(b) If α �= β and γ �= θ , then V 3(A) = σ(A).

Theorem 1.3. (See [2].) Let A be of the form A = A1 ⊕ i A2 , where A∗
1 = A1 , A∗

2 = A2 and A2 be a semi-definite
matrix. Then V 3(A) = σ(A).

Theorem 1.4. (See [1].) Let A = diag(a1,a2, . . . ,an) has distinct eigenvalues. Then the following results
emerge:
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