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Let Fq be the finite field with q elements. We give an algorithm
for solving sparse linear systems of equations over Fq when the
coefficient matrix of the system has a specific structure, here
called relatively connected. This algorithm is based on a well-known
decoding algorithm for low-density parity-check codes called bit-
flipping algorithm. We modify and extend this hard decision
decoding algorithm. The complexity of this algorithm is linear in
terms of the number of columns n and the number of nonzero
coefficients ω of the matrix per iteration. The maximum number
of iterations is bounded above by m, the number of equations.
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1. Introduction

Let Fq be the finite field with q elements where q is a prime power. In this paper we consider the
classical problem of solving large sparse linear systems of equations of the form

Ax = b (1)

where A = [aij]m×n , b = [bi]m×1 and x = [xi]n×1 with aij , bi , xi in some algebraic structure for 1 �
i � m, 1 � j � n. Our interest in this paper is when the elements belong to the finite field Fq .

In general, classical Gaussian elimination method can be applied. For square matrices of dimen-
sion n ×n, Gaussian elimination takes time O (n3) and space O (n2) that makes it impractical for large
and sparse systems. Over finite fields several algorithms have been proposed such as Wiedemann
method [13] and its variants [4], the conjugate gradient and Lanczos algorithms (see [3,5,9]) and
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also the structured Gaussian elimination method [9]. These algorithms can be used for linear systems
modulo any integer g by applying the Chinese remainder theorem and Hensel lifting method [6].
These methods are probabilistic in nature and are designed for square matrices A. If the coefficient
matrix of the system is an m × n matrix with m �= n, the system has to be converted to a new
system with a square coefficient matrix, so then the new system can be solved. In this paper we ex-
tend Gallager’s bit-flipping (BF) algorithm [8] for solving sparse linear systems over finite field Fq

when the coefficient matrix has a specific form that we call relatively connected. The bit-flipping
is a low-complexity algorithm which was introduced for decoding LDPC (low-density parity-check)
codes.

LDPC codes were first introduced by Gallager [8] in early 1960s and rediscovered by MacKay [11]
in 1996. An LDPC code is a code such that its parity-check matrix H is sparse. In communications,
when a vector x is sent through a channel, it is affected by noise (induced by the channel). Hence,
a vector y, which may be different from x, is received. The decoding problem is, given a received
vector y, to find a good estimation for x. The key points here are that x has to satisfy all parity-checks,
that is, HxT = 0 over Fq (in practice we are mostly interested in the case q = 2). When using LDPC
codes an important issue is that the parity-check matrix H is sparse. When solving a sparse linear
system, however, in contrast to the communications case, we do not have y as an input vector to the
algorithm and so we start the algorithm with a random vector.

There are several LDPC algorithms based on soft and hard decisions [10]. In soft decision algo-
rithms, we have input vectors that contain channel information in their components. This information
is used when decisions are taken while executing the algorithm. Hard decision algorithms, in contrast,
do not contain channel information in their components. Hence, since when solving systems of equa-
tions we do not deal with channels, we choose an effective hard decision algorithm like bit-flipping.

In [1], the bit-flipping algorithm is used for solving sparse linear systems of equations modulo a
prime number p under the condition that the coefficient matrix has column degree at most 2. In the
present paper we extend the algorithm to solve more general systems by introducing the relatively
connected constraint. As a consequence, we have extended the work from matrices having column
degree at most 2 to matrices having any column degree under the relatively connected constraint.

The structure of the paper is as follows. In Section 2, the general form of the bit-flipping decoding
algorithm is explained. In Section 3, the extended bit-flipping algorithm is introduced. This algorithm
can solve linear systems of equations over Fq that satisfy the relatively connected condition. This
concept as well as examples are given in this section. The extended bit-flipping algorithm for systems
over F2 is given in Section 4. This case is of practical importance, while at the same time easier to
explain than the general case over Fq treated in Section 5. The cost of the algorithm is provided in
Section 6. Finally, in Section 7, further directions of research are given.

2. The bit-flipping algorithm

For decoding binary LDPC codes we are given a received vector y and need to find a vector x
such that HxT = 0 over F2, or equivalently, HxT ≡ 0 (mod 2). For this purpose, in the bit-flipping
algorithm [8], the decoder first computes all the parity-checks; then, given a fixed parameter β called
the threshold, the decoder changes any bit in the received vector y that is contained in more than
β unsatisfied parity-check equations. The flipped bits are then used in the next iteration of the de-
coding process. The decoding algorithm stops when either all of the parity-checks are satisfied or a
predefined maximum number of iterations is reached.

In contrast with choosing β as a fix number, adaptive threshold is suggested in [7]: if decoding
fails for a given value of β , then the value of β can be reduced to allow further decoding iterations.
Bit-flipping decoding with an adaptive threshold technique is given in detail in [2]. We use adaptive
threshold technique but in a slightly different manner than in [2].

A simple bit-flipping decoding algorithm is given in Algorithm 1.

Algorithm 1 (Bit-flipping algorithm).
Input: parity-check equations and input vector y.
Output: a solution vector.
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