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In this paper, we derive some equivalent conditions for block two-by-two matrices to be
nonsingular in an elementary way.
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1. Introduction

Throughout this paper, Cm�n (resp., Rm�n) stands for the set of m by n matrices with complex (resp., real) entries; rankðAÞ
stands for the rank of a matrix A 2 Cm�n; A B½ � denotes a row block matrix consisting of A and B. For integers m P 1 and
1 6 k 6 m, let vk;m denote the set

a : a ¼ a1; . . . ;akð Þ;1 6 a1 < � � � < ak 6 m; where a1; . . . ;ak are integersf g:

For A ¼ aij
� �

2 Cm�n, let a ¼ a1; . . . ;asð Þ 2 vs;m and b ¼ br ; . . . ; btð Þ 2 vt;n, then the symbol Aa;b denotes the s� t submatrix of
A determined by rows indexed by a and columns indexed by b, especially, write Aa;q resp:;Aq;b

� �
¼ Aa;b when

bj j ¼ n resp:; aj j ¼ mð Þ. The symbol A�1
a;b denotes the inverse of Aa;b, when aj j ¼ bj j and Aa;b is nonsingular. And we can construct

two special matrices Pa a s�m matrix with 1 in positions 1;a1ð Þ; . . . ; s;asð Þ and 0 elsewhere, and Qb an n� t matrix with 1 in
positions b1;1ð Þ; . . . ; bt ; tð Þ and 0 elsewhere. It follows that PaA ¼ Aa;q;AQb ¼ Aq;b and PaAQb ¼ Aa;b. For any given
a ¼ a1; . . . ;akð Þ 2 vk;m we denotes

ac ¼ f1; . . . ;mg n a:

It is obviously that Aac ;bc is the m� sð Þ � n� tð Þ submatrix obtained from A by deleting rows indexed by a and columns
indexed by b, and

Pa

Pac

� �
2 Cm�m and Qb Qbc

� �
2 Cn�n

are nonsingular. Let v0;m denote a null set, especially, when a 2 v0;m;ac ¼ f1; . . . ;mg.
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In the literature, the problem of examining the nonsingularity of

M ¼
A B

C D

� �
ð1:1Þ

have been studied, where A 2 Cm�m, B 2 Cm�n, C 2 Cn�m and D 2 Cn�n. Decker and Keller [7] obtained some necessary and suf-
ficient conditions for guaranteeing the nonsingularity of the matrix M. Especially, the matrix M is nonsingular if and only if
its Schur complement

S ¼ D� CA�1B

is nonsingular, and rankðMÞ ¼ rankðAÞ þ rankðSÞ, when the matrix A is nonsingular. Benzi et al. [6] derived a necessary and
sufficient condition for M to be nonsingular, when A 2 Rm�m is symmetric positive semidefinite, C ¼ BT 2 Rn�m has full rank,
and D ¼ 0. Recently, Bai and Bai [1] and Bai [2] obtained some necessary and sufficient conditions for guaranteeing the
nonsingularity of the matrix M, respectively. A detailed discussion of the block two-by-two matrix M defined in (1.1) and
its applications can be found in [1,3,5,8–11, etc].

In this paper, we will study the nonsingularity of M in an elementary way.

Lemma 1.1. [4] Let A 2 Cm�n, rankðAÞ ¼ r, r P 1, a 2 vr;m and b 2 vr;n. If Aa;q is of full row-rank, and Aq;b is of full column-rank,
then Aa;b is nonsingular.

Note that, there are many ways to choose a 2 vr;m such that Aa;q is a full row-rank matrix, for example, Gaussian
elimination, QR Factorization, Singular Value Decomposition (SVD), etc. However, numerically, Gaussian elimination may
be unreliable. QR decomposition with pivoting may be a more numerically robust than Gaussian elimination. The SVD is
computationally feasible and numerically stable, and is more effective. It seems that the SVD is a good choice.

2. Main results

Theorem 2.1. Assume that the (1,1) block A 2 Cm�m of the block two-by-two matrix M 2 CðmþnÞ�ðmþnÞ defined in (1.1) is zero.
Then

rank Mð Þ ¼ rankðBÞ þ rankðCÞ þ rank fD1

� 	
; ð2:1Þ

where fD1 ¼ D1c ;sc � D1c ;sB�1
11 ;sB11 ;sc � C1c ;s1 C�1

1;s1
D1;sc þ C1c ;s1 C�1

1;s1
D1;s1 B�1

11 ;sB11 ;sc ; ð2:2Þ

rankðCÞ ¼ r1, rankðBÞ ¼ r2, 1 2 vr1 ;n
, s1 2 vr1 ;m

, 11 2 vr2 ;m
and s 2 vr2 ;n

such that C1;s1 and B11 ;s are nonsingular.

Proof. Denote rankðCÞ ¼ r1 and rankðBÞ ¼ r2. Let 1 2 vr1 ;n
, s1 2 vr1 ;m

, 11 2 vr2 ;m
and s 2 vr2 ;n

such that C1;s1 and B11 ;s are non-
singular. Write

P1 ¼
P1

P1c

� �
2 Cn�n; Q1 ¼ Qs1

Qsc
1

� �
2 Cm�m;

P2 ¼
P11

P1c
1

" #
2 Cm�m; Q 2 ¼ Qs Qsc½ � 2 Cn�n:

Then P1 , Q 1; P2 and Q 2 are nonsingular,

P2BQ2 ¼
P11

P1c
1

" #
B Qs Qsc½ � ¼

B11 ;s B11 ;sc

B1c
1 ;s

B1c
1 ;s

c

" #
;

P1CQ1 ¼
P1

P1c

� �
C Qs1

Qsc
1

� �
¼

C1;s1 C1;sc
1

C1c ;s1 C1c ;sc
1

" #
;

P1DQ2 ¼
P1

P1c

� �
D Qs Qsc½ � ¼

D1;s D1;sc

D1c ;s D1c ;sc

� �
and

P2 0
0 P1

� �
0 B

C D

� �
Q1 0
0 Q 2

� �
¼

0 0 B11 ;s B11 ;sc

0 0 B1c
1
;s B1c

1
;sc

C1;s1 C1;sc
1

D1;s D1;sc

C1c ;s1 C1c ;sc
1

D1c ;s D1c ;sc

26664
37775:
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