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a b s t r a c t

In this paper, the generalized complementarity problem is studied. Based on a new
smoothing function, the generalized complementarity problem is solved by a smoothing
Newton-type algorithm. Under suitable conditions, we prove that the iteration sequence
generated by the proposed smoothing method is bounded and the proposed algorithm is
globally convergent. Some numerical results are reported.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The generalized nonlinear complementarity problem (denoted by GCP) is to find a vector x 2 Rn such that

f ðxÞ � 0; gðxÞP 0; f ðxÞT gðxÞ ¼ 0 ð1:1Þ

where f ; g : Rn ! Rn is continuously differentiable. When gðxÞ ¼ x, GCP reduces to the classic nonlinear complementarity
problem (NCP). Moreover, when f ðxÞ ¼ Mxþ q, with M 2 Rn�n and q 2 Rn , NCP becomes a linear complementarity problem
(LCP).

The nonlinear complementarity problem has attracted much attention due to its various important applications. We refer
the interested readers to the survey papers [1,2] and references therein.

Many numerical methods for solving NCP have been developed [3–8]. Recently, there has been strong interests in
smoothing Newton methods for solving NCP [5,9–13]. The basic idea of smoothing Newton-type methods is to employ a
smoothing function to reformulate the problem concerned as a system of smooth equations and then to solve the smooth
equations approximately by using Newton’s method at each iteration. By making the parameter to tend to zero, one can hope
to obtain a solution of the original problem. Lately, Yu and Qin [14] have proposed a cosh-based smoothing Newton method
for the nonlinear complementarity problems. The algorithm solves only one linear system of equations, performs only one
non-monotone line search per iteration and has global convergence under mild conditions. In this paper, we extend the
smoothing Newton-type methods for NCP to solve the generalized nonlinear complementarity problems based on a new
smoothing function.

Motivated by the above discussions, we present a new cosh-based smoothing Newton method for GNCP (1.1). The new
smoothing NCP-function is proved to possess nice properties. It is testified that our algorithm has the following good prop-
erties: (a) We can obtain a solution of (1.1) from any accumulation point of the iteration sequence generated by our algo-
rithm without requiring a priori the existence of an accumulation point. (b) Our algorithm needs only to solve one linear
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system of equations and perform one line search per iteration. (c) Under suitable conditions, our algorithm has global
convergence.

The following part of this paper is organized as follows. In the next section, we present some preliminary results and a
new cosh-based smoothing Newton method for the GNCP based on the new smoothing function. In Section 3, we establish
the global convergence of the proposed algorithm. In Section 4, we report some numerical experiments. Some conclusions
are included in Section 5.

The following notions will be used throughout this paper. All vector are column vectors, the subscript T denotes trans-
pose, Rn (respectively, R) denotes the space of n-dimensional real column vectors (respectively, real numbers), Rn

þ (respec-
tively, Rn

þþ) denotes the nonnegative (respectively, positive) orthants of Rn;Rþ (respectively, Rþþ) denotes the nonnegative
(respectively, positive) orthants in R. Let N ¼ f1;2; . . . ;ng. For any u 2 Rn, diagfui; i 2 Ng denotes the diagonal matrix whose
ith diagonal element is ui and vecfui; i 2 Ng the vector u. We use ðu; vÞ for the column vector ðuT ;vTÞT . The symbol k � k stands
for the 2-norm. S denotes the solution set of (1.1).

2. Preliminaries and smoothing method

First, we review some useful definitions and results. Then, we present a new smoothing Newton method for GNCP (1.1).

Definition 2.1. A matrix M 2 Rn�n is said to be a P0-matrix, if all its principal minors are non-negative.

Definition 2.2. A function F : Rn ! Rn is said to be a P0-function, if for all x; y 2 Rn with x – y, there exists an index i0 2 N such
that xi0 – yi0 , ðxi0 � yi0 ÞðFðxi0 Þ � Fðyi0 ÞÞ � 0.

For any ða; bÞ 2 R2, the perturbed minimum function is given by

ulða; bÞ ¼minðaþ lb; bþ laÞj ¼ ðð1þ lÞðaþ bÞ � jð1� lÞða� bÞjÞ=2 ð2:1Þ

Obviously, ulða; b;lÞ is nonsmooth. It is impossible to use Newton-type to solve the given problems. So Huang et al. [11]
proposed a smoothing function:

uCHKSðl; a; bÞ ¼ ð1þ lÞðaþ bÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� lÞ2ða� bÞ2 þ 4l2

q
ð2:2Þ

Based on the idea in [15,14], we can use a Cosh-based smoothing function to approximate the absolute value function, which
is given by

jxj � uðl; xÞ ¼ l lnð2þ 2 coshðxlÞÞ ð2:3Þ

where coshðxÞ ¼ ðexpðxÞ þ expð�xÞÞ=2.

Lemma 2.3. Let uð�; �Þ be defined by (2.3), then

(1) jjxj �uðl; xÞj 6 ð8l=3Þ expð�jxj=lÞ
(2) For any l > 0;uðl; �Þ is twice continuously differential with respect to the second component:

u0ðl; xÞ ¼ sinhðx=lÞðcoshðx=lÞ þ 1Þ 2 ð�1;1Þ

u00ðl; xÞ ¼ 1ðlðcoshðx=lÞ þ 1ÞÞ 2 ð0;1=2lÞ

Proof. The proof can be found in [15], so we can omit it here.

Inspired by the above discussions, we propose a new smoothing function:

uðl; a; bÞ ¼ ð1þ lÞðaþ bÞ � l lnð2þ 2 coshðð1� lÞða� bÞ=lÞÞ ð2:4Þ

In the following lemma, we give some properties of the new smoothing function (2.4). h

Lemma 2.4. Let uð�; �; �Þ be defined by (2.4), then

(1) liml!0uðl; a; bÞ ¼ aþ b� ja� bj.
(2) for any ðl; a; bÞ 2 Rþþ � R� R; @auðl; a; bÞ 2 ð2 minðl;1Þ;2 maxðl;1ÞÞ and @buðl; a; bÞ 2 ð2 minðl;1Þ;2 maxðl;1ÞÞ.

Proof. By Lemma 2.3, we can easily obtain the result (1). Next, we prove (2). By a simple computation, we have

@auðl; a; bÞ ¼ 1þ l� ð1� lÞ sinðð1� lÞða� bÞ=lÞ=ð1þ coshð1� lÞða� bÞ=lÞ
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