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1. Introduction
Conjugate gradient methods are a class of important methods for unconstrained optimization, especially when the
dimension is large. We consider the following problem:
min{f(x) | x € R"}, (1.1)

where f : R" — R is smooth and its gradient g is available.
The iterate of conjugate gradient method for solving (1.1) is given by

Xi1 = X + gl (1.2)
where oy is a step-size which is computed by carrying out some line search, and d, is the search direction defined by

dk:{—gk ifk=1,

13
—g+ P if k=2, 13

where g, = Vf(xx), B € R is a scalar and can be defined by
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or by other formulae (e.g. [7,16,22-24]), where y, ; = g, — &, and || -| stands for the Euclidean norm of vectors. The
corresponding methods are respectively called HS [9], FR [4], PRP [13,14], CD (conjugate descent [5]), LS [11] and DY [2] con-
jugate gradient method.

Generally, in the analysis and implementation of these conjugate gradient methods, the step-size «; is required to satisfy
some line search conditions. The above mentioned conjugated gradient methods are identical when f is a strongly convex
quadratic function and the line search is exact, the behavior of these methods differs markedly when fis a general function
and the line search is inexact (see [1-9,11,13-17,19,23,24]). Usually, two major inexact line searches are the weak
Wolfe-Powell (WWP) line search, i.e.,

{f(Xk + ouedi) — f(xi) < dougrdy, (1.4)

g + oydy) dy > aghdy,

and the strong Wolfe-Powell (SWP) line search, namely,

{f(Xk + O(kdk) —f(xk) < 5akg]€dk7 (15)

g% + i) di| < —ogldy,

where 5 € (0,1) and o € (5,1).
In addition, the sufficient descent condition

gld, < —cllge|?, for all k > 1 and some constant c € (0,1) (1.6)

is often used in the literature to analyze the global convergence of conjugate gradient methods with inexact line search, and
this condition may be crucial for conjugate gradient methods. It has been relaxed to the descent condition (g{d, < 0) in the
convergence analysis of any conjugate gradient method. For example, the PRP is generally regarded as the most efficient con-
jugate gradient method in practical computation, but its global convergence has not been established with exact line search,
weak (or strong) Wolfe-Powell line search (see [1,15]). Dai [1] gave an example which shows that even when the objective
function is strongly convex and is sufficiently small, the PRP method may still fail by generating an ascent search direction.
Gilbert and Nocedal [6] established the global convergence result of the PRP method, by restricting the scalar g, to be non-
negative, i.e., i = max{0, fi*}, and the sufficient descent condition (1.6) is used.

Motivated by g, nonnegative and better descent property, we present a new modified nonlinear conjugate gradient meth-
od based on Wei-Yao-Liu [18] formula in the next section, and establish global convergence results for relatively algorithm
in Section 3. The preliminary numerical results are contained in Section 4.

2. Modified formula and algorithm

Recently, Wei et al. [18] gave a variant of the PRP method which we call the WYL method, that is,

llgell
WYL gl (gk B Hgffﬂ\ g"’1)
k 2
[F:Pa|

it is obvious to see that 0 < gt < 2% | the WYL method and PRP method have similar feature, which performs essentially a
restart if a bad direction occurs. The WYL method was extended to a variant of the LS method by Yao et al. [20], that is,

T ligkll
MLS _ &k <gk B Hgffﬂ\ g"’1>
k _g;fqdk—l
If o € (0,}) in the SWP line search (1.5), Huang et al. [10] have proved that the WYL method satisfies the sufficient descent
condition (1.6). If & € (0,1) in the SWP line search (1.5), Yao et al. [20] proved that the MLS method also can produce suffi-
cient descent directions. Although the WYL and MLS methods possess nice property as the PRP* method [6] has, these meth-

ods may not be descent methods if the WWP line search (1.4) is used.
Yu et al. [21] propose a nonlinear conjugate gradient formula as follows

lgel*-lglgi 1l - 2

BV () — m if lgell® > 18i8k-1; 2.3)

A .
0 otherwise,

(2.1)

(2.2)

where gt > 1. They show that 0 < g} (1) < ¥, and the method possesses attractive property that the sufficient descent con-
dition (1.6) holds without any line search. In fact, the term u|gld, | in the denominator of (2.3) plays an important role in
enhancing descent. Zhang [25] discussed improved scheme based on Wei-Yao-Liu conjugate gradient method, propose
formula
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