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a b s t r a c t

The clustering problem consists in dividing a data set into groups of observations that are
similar within but different across. This paper presents a method for assessment the clus-
ters centers and sizes in a non-linear least squares optimization with multinomial param-
eterization. The method is especially useful for large data sets as it operates on the
summary statistics only. This approach also works for the problem of finding clusters’ cen-
ters and sizes by the covariance matrix when the original data is not available. Estimation
of the clusters centers and sizes can be followed by actual clustering. Example of applica-
tion to marketing research problem is discussed.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Modern cluster analysis presents a huge area of theoretical methods and applications related to pattern recognition, seg-
mentation, data mining, and machine learning [2,5,9,10,19,20,22,24]. Numerous works are published in dozens of profes-
sional journals on various clustering problems (see [7,8,20,21] and the references within). Various works suggest different
theoretical considerations of the question which data can potentially be divided into groups of observations more closely
related within each group in comparison with the relations between groups [1,6,25]. The current paper considers this prob-
lem using an optimizing procedure for the objective of nonlinear approximation of the covariance matrix by the total of the
outer products of the distances from the cluster centers to the total center for the data.

To keep the relations between the clusters and the total parameters for size and center, the clusters’ coordinates and sizes
are parameterized via multinomial shares of their relations to the total center and the sample base [15–18]. The problem
reduces to a nonlinear regression model which opens up the possibility of using various criteria from regression analysis
for estimation of the model quality for clustering purposes. These exploratory results can be further complemented by
the actual clustering, so this approach also suggests a convenient way to obtain the clustering solutions. One of the impor-
tant features of this approach consists of finding the cluster centers and sizes simply by using the variance–covariance ma-
trix. This means that when the matrix is constructed, the algorithm actually does not depend on the observations themselves
or on their number. Thus, it can be used for difficult clustering task on huge data sets from data bases and for data mining
problems. This, of course, also comes in handy when the data itself is not readily available since the clusters’ centers and
sizes can be found by the covariance matrix only.

The paper is organized as follows. Section 2 describes the suggested method for finding cluster parameters, Section 3 con-
siders the multinomial parameterization for this technique and criteria for the quality of cluster models. Numerical example
is given in Section 4, and Section 5 summarizes. The Newton–Raphson optimizing technique for finding centers and sizes of
clusters is given in Appendix A.
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2. Criterion for finding clusters’ centers and sizes

Let X denote a data matrix of N by n order consisting of i = 1,2, . . . ,N rows of observations by n variables in columns
x1,x2, . . . ,xn. The total matrix Stot of second-moments is defined as the cross-product of the centered data, so the elements
of this matrix are:

ðStotÞjk ¼
XN

i¼1

ðxij �MjÞðxik �MkÞ; ð1Þ

where Mj denotes the mean value of each xj by the total sample. Suppose the total set of observations can be divided into K
subsets of grouped observations, or clusters, and these clusters are numbered as q = 1,2, . . . ,K. Also let each q-th cluster have
Nq number of observations, so the sum of them equals the sample base:

N1 þ N2 þ � � � þ NK ¼ N: ð2Þ

For sizes of groups the index of cluster q will be used as the lower index.
Consider the decomposition of the cross-product (1) into the items related to the clustered data subsets with sizes (2). Such a
transformation is known in the analysis of variance and can be presented as follows [12,13]:
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where the upper index denotes the q-th group, so an i-th observation by a j-th variable xq
ij belongs to the q-th cluster, and mq

j

is the mean value of each j-th variable within the q-th cluster. There is an evident relation between the subsets and the total
means for each j-th variable:

N1m1
j þ N2m2

j þ � � � þ NK mK
j ¼ NMj; j ¼ 1;2; . . . ;n; ð4Þ

where both sides simply express the total by each xj. The double sum obtained in (3) equals the pooled second moment with-
in each cluster:
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The last sum in (3) corresponds to the weighted (by sub-sample sizes) second moment between the clusters’ means cen-
tered by the total means of the variables:

Sbetweenð Þjk ¼
XK

q¼1

Nq mq
j �Mj

� �
mq

k �Mk

� �
: ð6Þ

So we can rewrite (3) as the matrix sum:

Stot ¼ Swithin þ Sbetween ¼ Swithin þ
XK

q¼1

Nq mq �Mð Þ mq �Mð Þ0; ð7Þ

where all the matrices elements are defined by the relations (1), (5), and (6). In the right-hand side (7) we have the outer
product of the vectors of distances from the centers mq of each cluster to the total center M. Note that each vector mq consists
of the means mq

j by all the variables, and similarly the vector M contains all the total means Mj.
One of the main ideas of the cluster analysis consists in finding such subsets of observations that the total sum of squares

on the diagonal of Swithin (5) representing the total distance within the clusters’ observations to the clusters’ centers is min-
imized [6,11,23]. For a given matrix Stot (7), it corresponds to maximizing the distances between the clusters, or the total of
the diagonal elements in Sbetween (6). In this work we modify this idea to a formulation which permits further analytical con-
sideration as follows. If all the observations within each q-th cluster are collapsing to one point of its center, the elements of
the matrix Swithin (5) are reaching zero.

This is the situation of perfect split when each cluster is strictly defined by one location point of the observations col-
lapsed to it. To find such values of the clusters centers we can minimize the Euclidean norm of the whole matrix Swithin.
Or in other words, we can minimize the squared norm between the known matrix Stot and the unknown matrix of the total
outer product Sbetween from (7), so the objective is:

F ¼ Stot �
XK

q¼1

Nq mq �Mð Þ mq �Mð Þ0
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