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a b s t r a c t

In this paper, we use the Drazin inverse to derive some new equivalences of the reverse
order law for the group inverse in unitary rings. Moreover, if the ring has an involution,
we present more equivalences when both involved elements are EP.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Let R be a unitary ring whose unity is 1. For a; b 2 R, the commutator of a; b is defined as ½a; b� ¼ ab� ba. Let a 2 R. It can
be easily proved that the set of x 2 R satisfying the following conditions

axa ¼ a; xax ¼ x; ax ¼ xa ð1:1Þ

is either empty or a singleton. When there exists such x, then a is said to be group invertible and x is denoted by a#. A useful
fact about group inverses is the following: If a is a group invertible element of a unitary ring R, then a# double commutes
with a, that is, if z 2 R satisfies ½a; z� ¼ 0, then ½a#; z� ¼ 0 (see e.g. [6, Lemma 1.4.5]). We shall denote by R# the subset of R
consisting of group invertible elements and by R�1 the set of standard invertible elements. If a 2 R#, the spectral idempotent
of a is defined as ap ¼ 1� aa#. Also, the following result on group inverses will be used. For the proof, the interested reader
can consult [15, Proposition 8.22].

Theorem 1.1. Let a be an element of a unitary ring R. Then a is group invertible if and only if exist x; y 2 R such that a2x ¼ a and
ya2 ¼ a. In this case, one has a# ¼ yax.

With each element a of a unitary ring R we associate two right ideals:

aR ¼ fax : x 2 Rg; a� ¼ fx 2 R : ax ¼ 0g:

Let a; b be elements of a unitary ring R. The element b is a Drazin inverse of a if

ab ¼ ba; b ¼ ab2
; ak ¼ akþ1b

for some nonnegative integer k. It can be proved (see [7, Theorem 1]) that such b is unique and it is customarily denoted ad.
The least nonnegative integer k for which these equalities hold is the Drazin index iðaÞ of a. In [7, Theorem 4] it was proved
that an element a 2 R is Drazin invertible if and only if there are nonnegative integers p; q and u;v 2 R such that apþ1u ¼ ap

and vaqþ1 ¼ aq. The smallest value of p for which fu 2 R : apþ1u ¼ apg– ; is called the left index of a, denoted by lðaÞ. In a
similar way the right index of a is defined, and is denoted by rðaÞ. In a remark following [7, Theorem 4] it was shown that
in case that a is Drazin invertible, then iðaÞ ¼ lðaÞ ¼ rðaÞ.
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An involution in a ring R is a map a # a� such that for any a; b 2 R,

ða�Þ� ¼ a; ðaþ bÞ� ¼ a� þ b�; ðabÞ� ¼ b�a�:

If the ring R has an involution, then we can define another class of generalized inverse. An element a 2 R is Moore–Pen-
rose invertible if there exists x 2 R such that

axa ¼ a; xax ¼ x; ðaxÞ� ¼ ax; ðxaÞ� ¼ xa: ð1:2Þ

Such x, when exists, is unique and is denoted by ay.
An element a 2 R, where R is a ring with involution, is said to be self-adjoint when a ¼ a�. We say that a is EP when a is

Moore–Penrose invertible and aay ¼ aya. Observe that when a is EP, then a is group invertible and ay ¼ a#, and that any self-
adjoint element, Moore–Penrose invertible or group invertible, is EP.

The reverse order law for generalized inverses plays an important role in many areas including singular matrix prob-
lem, ill-posed problems, optimization, and statistics (see e.g. [2,8,16–20]. These problems have attracted considerable
attention since the middle 1960s and many interesting results have been obtained. Greville [9] proved that ðABÞy ¼ ByAy

if and only if RðA�ABÞ# RðBÞ and RðBB�A�Þ# RðA�Þ, for complex matrices A and B, where Rð�Þ denotes the column space. This
result was extended to linear bounded operators on Hilbert spaces in [10]. Another characterization of the reverse order
law for the Moore–Penrose inverse is due to Arghiriade [1]: For complex matrices A;B such that AB exists, ðABÞy ¼ ByAy if
and only if A�ABB� is EP. The interested reader can consult [2, Section 4.4] for the proof of the original results of Greville
and Arghiriade. Later, the reverse order law for the Moore–Penrose inverse was considered in rings with involution (see
[11]). Deng [4] presented some equivalent conditions concerning the reverse order law ðABÞ# ¼ B#A# for group invertible
operators A;B on a Hilbert space. Dinčić and Djordjević [5] gave new equivalences of the reverse order law for the Moore–
Penrose inverse for operators on Hilbert spaces. Mosić and Djordjević [13] investigated some necessary and sufficient con-
ditions for the reverse order law for the group inverse in rings. The hybrid reverse order law ðabÞ# ¼ byay in rings was
studied in [14].

In this paper, we give new equivalent conditions of the reverse order law for the group inverse in unitary rings. Later, we
state some new results related to the reverse order law for the group inverse when both involved elements are EP.

The word idempotent will be reserved for an element p of a unitary ringR such that p2 ¼ p. Also, we will write p ¼ 1� p. If
in addition R has an involution, then we will say that an element p is a projection when p ¼ p2 ¼ p�.

2. Preliminary results

If R is a unitary ring and p 2 R is an idempotent, then every x 2 R has the following matrix representation

x ¼
pxp pxp

pxp pxp

� �
p

:

If, in addition,R has an involution and p is a projection, then the above matrix representation preserves this involution. More

precisely, if x 2 R is represented as x ¼ x1 x2

x3 x4

� �
p

, then x� ¼ x�1 x�3
x�2 x�4

� �
p

.

If a is an element of a ring R, then

a 2 R# () there is an idempotent p 2 R such that aþ p 2 R�1 and ap ¼ pa ¼ 0: ð2:1Þ

Such a p, when it exists, is unique (see [15, Proposition 8.24]). This unique idempotent p is the spectral idempotent of a –
recall that the spectral idempotent of a is customarily written by ap and ap ¼ 1� aa# holds. Hence, if a 2 R#, we can
represent

a ¼
a 0
0 0

� �
aa#

; a# ¼
a# 0
0 0

� �
aa#

; ap ¼
0 0
0 ap

� �
aa#

: ð2:2Þ

When (2.1) is applied to a group invertible matrix A 2 Cn�n, by writing the idempotent Ap as Uð0� IkÞU�1, where U 2 Cn�n

is nonsingular and Ik denotes the identity matrix of order k (see e.g. [21, Theorem 5.1]), one easily gets the existence of a
nonsingular matrix B 2 Cðn�kÞ�ðn�kÞ such that A ¼ UðB� 0ÞU�1. Obviously, we have also A# ¼ UðB�1 � 0ÞU�1.

Lemma 2.1. Let R be a unitary ring and m 2 R. If p 2 R is an idempotent,

m ¼
a b

0 c

� �
p

; ð2:3Þ

then

(i) If m is group invertible and c is Drazin invertible, then a; c are group invertible and apbcp ¼ 0.
(ii) If a; c are group invertible and apbcp ¼ 0, then m is group invertible and
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