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a b s t r a c t

In this paper, we consider projection method for variational inequality problems. First, we
give a new modification of recently proposed self-adaptive step length rules, with possibly
minimal parameters. Then, the resulting self-adaptive projection method is proven to con-
verge globally at a R-linear rate provided that the underlying mapping is strongly mono-
tone and Lipschitz continuous. Preliminary numerical results confirm its flexibility and
effectiveness.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Let F : Rn ! Rn be a continuous mapping and C be a nonempty closed convex subset of Rn. A classical variational inequality
problem is to find an x� in C such that

hx� x�; Fðx�ÞiP 0; 8x 2 C; ð1Þ

where h�; �i stands for the usual inner product, and the induced norm is defined by kxk ¼
ffiffiffiffiffiffiffiffiffiffiffi
hx; xi

p
for any given x in Rn.

In this paper, we study the projection method [1] for solving the variational inequality problem above. For any given
starting point x0 2 Rn, it generates a sequence of the iterates fxkg by implementing the following recursion:

xkþ1 ¼ PC ½xk � bkFðxkÞ�; ð2Þ

where bk > 0 is a step length, and PC stands for the usual projection onto the set C. When F is the gradient of some real dif-
ferentiable function f in Rn, it reduces to a gradient projection method of Goldstein [2] and of Levitin and Polyak [3]. See [4–8]
for related discussions.

Such a projection method is known to converge globally provided that F is L-Lipschitz continuous and a-strongly mono-
tone (see the definitions below), and the involved step length satisfies

0 < bL 6 bk 6 bU < 2a=L2:

However, such step length is not implementable because both Lipschitz constant and strong monotonicity modulus are
rather difficult to evaluate in practice.

To resolve such a difficulty, He et al. [9] proposed a practical step length rule of the projection method. Specifically speak-
ing, given a summable sequence fskg of positive numbers. Choose the parameters d 2 ð0;1Þ; l 2 ð0:5;1Þ and b0 > 0. Choose
x0 2 C. Set c0 ¼ b0 and k :¼ 0. At the kth iteration, for known xk and ck. Find

bkþ1 ¼maxfck;lck;l2ck; . . .g; xkþ1 ¼ PC ½xk � bkþ1FðxkÞ� ð3Þ
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such that the following inequality

bkþ1kFðxkÞ � Fðxkþ1Þk2
6 ð2� dÞhxk � xkþ1; FðxkÞ � Fðxkþ1Þi ð4Þ

holds. Then set ckþ1 ¼ bkþ1 or

ckþ1 ¼ ð1þ skþ1Þbkþ1: ð5Þ

To guarantee global convergence, He et al. [9] assumed that F is both Lipschitz continuous and strongly monotone. How-
ever, for such a self-adaptive projection method, its implementation needs neither Lipschitz constant nor strong monotonic-
ity modulus.

Subsequently, Han and Sun [10] observed that the step length just described may hardly increase after certain number of
iterations because the sequence fskg is required to be summable for the method’s convergence. So, they suggested replacing
(4) and (5) by

ð2� dÞbkþ1hxk � xkþ1; FðxkÞ � Fðxkþ1Þi � b2
kþ1kFðxkÞ � Fðxkþ1Þk2 P max ðb2

kþ1=b
2
k � 1Þkxk � PC ½xk � bkFðxkÞ�k2

;0
n o

ð6Þ

and updating ckþ1 ¼ bkþ1 or

ckþ1 ¼minfbmax;l�1bkþ1g; ð7Þ

where bmax is a prescribed positive number larger than b0. As shown in [10], the resulting self-adaptive projection method
shares all nice properties of He’s version [9]. Furthermore, the involved step length can enlarge during the whole iteration
process (if necessary).

Motivated by their work, in this paper, we give a new modification of He’s step length rule. We instead replace (4) and (5)
by

kxk � PC ½xk � bkFðxkÞ�k2 P dbkþ1hxk � xkþ1; FðxkÞ � Fðxkþ1Þi þ kxk � xkþ1 � bkþ1ðFðxkÞ � Fðxkþ1ÞÞk2 ð8Þ

and select ckþ1 in the following way

ckþ1 :¼ lpbkþ1 with p 2 f�1;0;1; . . .g ð9Þ

(See the third paragraph of Section 5 for a self-adaptive way of determining p.) Note that there are several common points
between our modification and their work [9,10]. Firstly, at each iteration, every trial only needs one projection computation
and one function evaluation. Secondly, the step length can be located by taking advantage of the information on two con-
secutive iterates, without evaluating Lipschitz constant and strong monotonicity modulus in advance.

Compared to the step length rule of He et al. [9] and its modification of Han and Sun [10], however, we would like to spe-
cially emphasize that our modification has an obvious advantage over them. It is just with possibly minimal parameters:
d; l. In contrast, besides these two parameters, He et al. [9] introduced the s-sequence whereas Han and Sun [10] posed
an uniformly upper bound of the step lengths (see (7)). Such parameters are only for convergence in theory and are not ben-
eficial to practical implementation of the individual self-adaptive projection method. More importantly, as explained in Re-
mark 3.2 below, our modification still has a potential advantage of locating a acceptable step length after less times of trials
in Armijo-type conditions.

The rest of this paper is organized as follows. In Section 2, we review some basic concepts and definitions used in this
paper, and some important properties of the usual projection. In Section 3, we give a detailed description of the self-adaptive
projection method suggested in this paper. In Section 4, we prove its global convergence at a R-linear rate provided that the
underlying mapping is strongly monotone and Lipschitz continuous. Here we would like to point out that such a result on
rate of convergence is absent in the literature [9,10]. In Section 5, preliminary numerical results show that it is flexible and
effective in solving some test problems.

2. Preliminary results

In this section, we give a couple of useful concepts and some fundamental properties of the usual projection.

Definition 2.1. A mapping F : Rn ! Rn is said to be L-Lipschitz continuous if there exists some positive number L > 0 such
that kFðxÞ � FðyÞk 6 Lkx� yk for all x; y 2 Rn.

Definition 2.2. A mapping F : Rn ! Rn is said to be a-strongly monotone if there exists some positive number a > 0 such that
hx� y; FðxÞ � FðyÞiP akx� yk2 for all x; y 2 Rn.

Let PCðxÞ :¼ argminfkx� yk : y 2 Cg be the usual projection onto some nonempty closed convex subset C of Rn. Then

hx� PCðxÞ; y� PCðxÞi 6 0; 8x 2 Rn; 8y 2 C:

This is the most fundamental property of the usual projection. From this, one can arrive at the following two lemmas.
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