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#### Abstract

One of the most studied problems in numerical analysis is the approximation of nonlinear equations using iterative methods. In the past years, attention has been paid in studying Newton's method on manifolds. In this paper, we generalize this study by considering a general class of third-order iterative methods. A characterization of the convergence under Kantorovich type conditions and optimal error estimates is found.
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## 1. Introduction

Let us suppose that $F$ is an operator defined on an open convex subset $\Omega$ of a Banach space $E$. Let us denote by $L_{F}\left(x_{n}\right)$ the operator

$$
L_{F}\left(x_{n}\right)=D F\left(x_{n}\right)^{-1} D^{2} F\left(x_{n}\right) D F\left(x_{n}\right)^{-1} F\left(x_{n}\right),
$$

where $D F\left(x_{n}\right)$ and $D^{2} F\left(x_{n}\right)$ denote respectively the first and second Fréchet derivatives of $F$ at $x_{n}$.
Some of the most famous third order iterative methods to find a root of the equation $F(x)=0$ are:

- Halley [1-7]:

$$
x_{n+1}=x_{n}-\left(I+\frac{1}{2} L_{F}\left(x_{n}\right)\right)^{-1} D F\left(x_{n}\right)^{-1} F\left(x_{n}\right) .
$$

- Super-Halley [1-3,5,6,8,9]:

$$
x_{n+1}=x_{n}-\left(I+\frac{1}{2}\left(I-L_{F}\left(x_{n}\right)\right)^{-1} L_{F}\left(x_{n}\right)\right) D F\left(x_{n}\right)^{-1} F\left(x_{n}\right) .
$$

- Chebyshev [1-3,10,5-7]:

$$
x_{n+1}=x_{n}-\left(I+\frac{1}{2} L_{F}\left(x_{n}\right)\right) D F\left(x_{n}\right)^{-1} F\left(x_{n}\right) .
$$

[^0]- Chebyshev like methods [1,2,10,5,6]:

$$
x_{n+1}=x_{n}-\left(I+\frac{1}{2} L_{F\left(x_{n}\right)}+\lambda L_{F}^{2}\left(x_{n}\right)\right) D F\left(x_{n}\right)^{-1} F\left(x_{n}\right), \quad \text { for } 0 \leq \lambda \leq 2 .
$$

- Chebyshev-Halley methods [1-3,5-7]:

$$
x_{n+1}=x_{n}-\frac{1}{2}\left[I-\frac{\lambda}{2} L_{F}\left(x_{n}\right)\right]^{-1} L_{F}\left(x_{n}\right) F^{\prime}\left(x_{n}\right)^{-1} F\left(x_{n}\right),
$$

where $I$ is the identity operator in $E$.
A review to the amount of literature on high order iterative methods in Banach spaces, in the past two decades (see the above references) shows the importance of high order iterative schemes in the approximation of nonlinear equations. The above third order methods present the difficulty to evaluate the second order Fréchet derivative. For a nonlinear system of $m$ equations and $m$ unknowns, the first Fréchet derivative is a matrix with $m^{2}$ entries, while the second Fréchet derivative has $m^{3}$ entries. This implies a huge amount of operations, but, in some cases, it pays to be a little more elaborated.

In this paper, we start with the general family of third-order methods

$$
\begin{aligned}
& u_{n}=F^{\prime}\left(x_{n}\right)^{-1} F\left(x_{n}\right) \\
& T_{n}=\frac{1}{2} F^{\prime}\left(x_{n}\right)^{-1} F^{\prime \prime}\left(x_{n}\right) u_{n} \\
& x_{n+1}=x_{n}-\left(I+T_{n}+\sum_{k \geq 2} \beta_{k} T_{n}^{k}\right) u_{n},
\end{aligned}
$$

where $\left\{\beta_{k}\right\}_{k \geq 2}$ is a real decreasing sequence of positive real numbers with

$$
\sum_{k \geq 2} \beta_{k} \theta_{n}^{k} \leq d\left|\theta_{n}^{2}\right| ; \quad 0 \leq d \leq 2
$$

The convergence of this family has been studied in $[1,6,11]$ and includes as particular cases all the mentioned third order methods.

In this paper, we extend the above general family of third-order methods to the case of equations on Riemannian manifolds. We study the convergence of the family under Kantorovich type conditions and we present optimal estimates of the error.

Finally, we would like to mention that in the past years, attention has been paid in studying Newton's method on manifolds, since there are many numerical problems posed on manifolds that arise naturally in many contexts. Examples include eigenvalue problems, minimization problems with orthogonality constraints, optimization problems with equality constraints, and invariant subspace computations (see for instance [12-27] and the references therein).

## 2. Basic definitions and preliminary results

In this section, we introduce some definitions and fundamental properties of Riemannian manifolds.
Definition 1. A differentiable manifold of dimension $m$ is a set $M$ and a family of injective mappings $x_{\alpha}: U_{\alpha} \subset \mathbb{R}^{m} \longrightarrow M$ of open sets $U_{\alpha}$ of $\mathbb{R}^{m}$ into $M$ such that:
(i) $\cup_{\alpha} x_{\alpha}\left(U_{\alpha}\right)=M$;
(ii) for any pair $\alpha, \beta$ with $x_{\alpha}\left(U_{\alpha}\right) \cap x_{\beta}\left(U_{\beta}\right)=W \neq \emptyset$, the sets $x_{\alpha}^{-1}(W)$ and $x_{\beta}^{-1}(W)$ are open sets in $\mathbb{R}^{m}$ and the mappings $x_{\beta}^{-1} \circ x_{\alpha}$ are differentiable;
(iii) the family $\left\{\left(U_{\alpha}, x_{\alpha}\right)\right\}$ is maximal relative to the conditions (i) and (ii).

The pair ( $U_{\alpha}, x_{\alpha}$ ) (or the mapping $x_{\alpha}$ ) with $p \in x_{\alpha}\left(U_{\alpha}\right)$ is called a parametrization (or system of coordinates) of $M$ at $p$; $x_{\alpha}\left(U_{\alpha}\right)$ is then called neighborhood at $p$ and $\left(x_{\alpha}\left(U_{\alpha}\right), x_{\alpha}^{-1}\right)$ is called a coordinate chart. A family $\left\{\left(U_{\alpha}, x_{\alpha}\right)\right\}$ satisfying (i) and (ii) is called a differentiable structure on $M$.

Let $M$ be a real manifold, $p \in M$ and denote by $T_{p} M$ the tangent space at $p$ to $M$. Let $x: U \subset \mathbb{R}^{m} \longrightarrow M$ be a system of coordinates around $p$ with $x\left(x_{1}, x_{2}, \ldots, x_{m}\right)=p$ and its associated basis

$$
\left\{\left.\frac{\partial}{\partial x_{1}}\right|_{p},\left.\frac{\partial}{\partial x_{2}}\right|_{p}, \ldots,\left.\frac{\partial}{\partial x_{m}}\right|_{p}\right\}
$$

in $T_{p} M$. The tangent bundle $T M$ is defined as

$$
T M=\left\{(p, v) ; p \in M \text { and } v \in T_{p} M\right\}=\bigcup_{p \in M} T_{p} M
$$

and provides a differentiable structure of dimension $2 m$ [28]. Next, we define the concept of a Riemannian metric.
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