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a b s t r a c t

In this paper the problem of estimation of location and scatter of multivariate nonnormal
distributions is considered. Estimators are derived under a maximum likelihood setup by
expressing the non-linear likelihood equations in the linear form. The resulting estimators
are analytical expressions in terms of sample values and, hence, are easily computable and
can also be manipulated analytically. These estimators are found to be remarkably more
efficient and robust as compared to the least square estimators. They also provide more
powerful tests in testing various relevant statistical hypotheses.
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1. Introduction

Consider a q-variate random vector X having a location-scale type multivariate distribution with location vector Γ ,
and scale matrix Ω . Let, for any distinct pair


Xj, Xk


(2 ≤ k ≤ q, 1 ≤ j ≤ k − 1) of random variables Xj and Xk in X ,

we have a bivariate distribution with location parameters µj and µk, scale parameters σ 2
j and σ 2

k and covariances σkj =

ρkjσkσj

σjk = σkj


, where ρkj


=ρjk


is the Pearson correlation coefficient between random variables Xj and Xk. Let,

Zj =

Xj − µj


/σj and (1.1)

Zk =


(νj + 1)/νj
√

wj

Xk − µk·j − θkjXj


/σk·j, wj = wj


Xj


= 1/

1 + Z2

j /νj

, (1.2)

where µk·j = µk − θkjµj, σ
2
k·j = σ 2

k


1 − ρ2

kj


, and θkj =


σk/σj


ρkj are independently distributed as Student’s t with νj and

νk degrees of freedom, respectively. The conditional mean and variance of the variable Xk (condition to Xj) are

E(Xk | Xj = xj) ∝ θkjxj and V (Xk | Xj = xj) ∝ σ 2
k·j/wj(xj), (1.3)

respectively. Note that both are stochastic functions of Xj.
The problem is to find the maximum likelihood estimates (MLE) of the mean vector Γ and the scatter matrix Ω .

However, the maximum likelihood equations have no explicit solution and solving them by iteration is problematic in
various respects [1–4]. Therefore, we use the method of modified maximum likelihood estimation initially proposed by
Tiku [5–8] and later on developed by Tiku, Islam and others [9–13]. Themodifiedmaximum likelihood estimates (MMLE) so
obtained are in closed form and, hence, are easy to compute and can also be manipulated analytically. In fact, the MMLE are
equivalent to MLE asymptotically [2,14–17]. Here we shall provide the MMLE in multivariate case following the approach
used by Tiku et al. [12] for bivariate distributions.
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2. Estimation

2.1. Modified maximum likelihood estimates

Consider a random sample (xji, xki) (1 ≤ i ≤ n) taken from the bivariate distribution of random variable (Xj, Xk). The log
likelihood function for the random sample can then be expressed as

ln(L) ∝ −n ln

σj

−


νj + 1


2

n
i=1

ln

1 + z2ji/νj


− n ln


σk·j

−

(νk + 1)
2

n
i=1

ln

1 + z2ki/νk


, (2.1)

zji =

xji − µj


/σj, zki =


ν∗

j
√

wji

xki − µk·j − θkjxji


/σk·j, ν∗

j = (νj + 1)/νj, wji = 1/(1 + z2ji/νj).

Here, the likelihood equations are expressed in terms of non-linear functions gl (zli) = zli/

1 + z2li/νl


(1 ≤ i ≤ n; l =

j, k) as

µj :

n
i=1

gj(zji) = 0, (2.2)

σj : n − ν∗

j

n
i=1

zjigj(zji) = 0, (2.3)

µk·j :

n
i=1

√
wjigk(zki) = 0, (2.4)

σk·j : n − ν∗

k

n
i=1

zkigk(zki) = 0, (2.5)

θk·j :

n
i=1

√
wjixjigk(zki) = 0. (2.6)

Solving these equations by iteration is fraught with difficulties as mentioned earlier. Instead, we first modify the likelihood
equations by replacing zli (l = j, k) with corresponding ordered variates zl(i) (l = j, k). The functions gl (l = j, k) are then
replaced by their linear approximations gl


zl(i)


∼= αli + βlizl(i) (l = j, k) obtained from the first two terms of a Taylor series
expansion about the ith quantiles tli (l = j, k) of Student’s t-distributionswith νl (l = j, k) degrees of freedoms, respectively.
This gives αli =


2t3li/νl


/

1 + t2li/νl

2
, βli =


1 − t2li/νl


/

1 + t2li/νl

2
(l = j, k). The values of tli (l = j, k) are given by

1
√

νlB(1/2,νl/2)

 tli
−∞


1 + t2/νl

−(νl+1)/2 dt =
i

n+1 .
Denoting observation xji associated with zj(i) as xj(i) and solving the Eqs. (2.2) and (2.3) provides the MMLE of µj and

σj (1 ≤ j ≤ q) as follows:

µ̂j = x̄j(·), (2.7)

σ̂j =


Bj +


B2
j + 4nCj


/2n, (2.8)

where x̄j(·) =
n

i=1 βjixj(i)/mj,mj =
n

i=1 βji, Bj = ν∗

j
n

i=1 αjixj(i), Cj = ν∗

j
n

i=1 βji

xj(i) − x̄j(·)

2.
Now, take the observation (wji, xji, xki) associated with zk(i) and denote it as (wj[i], xj[i], xk[i]) and call it concomitant

of the observation (see [12]). The solution of Eqs. (2.4)–(2.6) provides the following MMLE for the correlation coefficient
ρkj (2 ≤ k ≤ q; 1 ≤ j ≤ k − 1).

ρ̂kj =

σ̂j/σ̂k


θ̂kj, (2.9)

where

θ̂kj = Kkj + Dkjσ̂k·j, σ̂k·j =


Bkj +


B2
kj + 4nCkj


/2n, (2.10)

and

Kkj =

n
i=1

β∗

ki


xj[i] − x̄jk[·]


xk[i]

 n
i=1

β∗

ki


xj[i] − x̄jk[·]

2
,

Dkj =


1/


ν∗

j

 n
i=1

α∗

ki


xj[i] − x̄jk[·]

 n
i=1

β∗

ki


xj[i] − x̄jk[·]

2
,
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