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A B S T R A C T

STRmix™ uses several laboratory specific parameters to calibrate the stochastic model for peak heights. These are
modelled on empirical observations specific to the instruments and protocol used in the analysis. The extent to
which these parameters can be borrowed from laboratories with similar technology and protocols without af-
fecting the accuracy of the system is investigated using a sensitivity analysis. Parameters are first calibrated to a
publicly available dataset, after which a large number of likelihood ratios are computed for true contributors and
non-contributors using both the calibrated parameters and several borrowed parameters. Differences in the LR
caused by using different sets of parameter values are found to be negligible.

1. Introduction

Probabilistic genotyping (PG) is now widely used to interpret DNA
profiles for forensic purposes. PG refers to the use of biological mod-
elling to describe the behaviour of DNA encompassed within a mathe-
matical model [1]. A first generation of PG software reduced the elec-
trophoretic data (peak designations, heights, and size) to the presence
or absence of alleles and is often referred to as a semi continuous or
drop model. A second generation of PG software explicitly models the
peak heights in the electropherogram (epg) as random variables and is
referred to as a fully continuous model.

The validation of any new technique is important prior to its use in a
forensic laboratory. Validation studies help define the scope or range of
conditions under which reliable results may be obtained [2]. With re-
spect to PG, validation is used to verify the functionality of the system,
accuracy of the calculations, and the limits of the software. Develop-
mental validation is typically undertaken by the developer of the soft-
ware, whereas internal validation is undertaken by a laboratory prior to
its use in casework. The behaviour of peak heights depends on the in-
strument, protocol, DNA quantity, degradation of the mixture

components, dye, locus, and even the allele that is amplified. Capturing
these effects is essential when validating a fully continuous system and
determining whether it is fit for purpose.

Current ISFG (International Society of Forensic Genetics) guidelines
for the internal validation of probabilistic genotyping software re-
commend empirical studies to ensure that the software runs as ex-
pected. ISFG recommend that internal validation of PG should cover a
wide range of functionality of the software and all relevant parameter
settings [3]. The SWGDAM (Scientific Working Group on DNA Analysis
Methods) guidelines for the validation of PG systems state that internal
validation is the accumulation of test data within the laboratory to
establish that the parameters, software settings, formulae, algorithms,
and functions perform as expected [1].

STRmix™ is one example of a PG system that implements a fully
continuous model for the interpretation of forensic DNA profiles [4,5].
Developmental validation of STRmix™ following the SWGDAM guide-
lines has previously been published [6]. Internal validation studies have
also been published [7,8].

STRmix™ uses the quantitative information from an electro-
pherogram such as peak heights (O), to calculate the probability of the
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profile given all possible genotype combinations, Sj. The observed
height of each allele and stutter peak is a random variable, drawn from
a distribution that varies about some expected value modelled from the
profile. If the expected value is obtained correctly, then the difference
from expectation of each peak is independent. The model used to
compare an observed peak height (Oa) and expected peak height (Ea) is
given by [5]:
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Where a is an allelic peak and a-1 a stutter peak. The random variables
c2 and k2 describe the variability of a profile, the prior distributions of
which are determined empirically by modelling the variability over a
range of single source profiles using component-wise Markov chain
Monte Carlo (MCMC). This process is described in Taylor et al. [9]. In
addition to the allele and stutter variance prior parameters, STRmix™
also has a prior distribution for the amplification efficiency at a locus
(LSAE). The locus specific amplification efficiency recognises that not
all loci amplify equally well and allows the expected peak heights to be
above or below those modelled by per contributor template and de-
gradation alone.

It is recommended by the STRmix™ developers that these variables
are calibrated as part of the software implementation. In addition,
stutter ratios, the drop-in rate, and the CE instrument analytical
threshold and saturation limit are also variables within the STRmix™
model that are recommended to be determined empirically prior to use
of the software [10]. Stutter ratios have previously been shown to not
differ significantly between different laboratories using the same kit
and cycle number [11]. Camera saturation is likely CE model dependent
and not influenced by the technology or laboratory. Drop-in is likely to
be PCR cycle dependent but there may also be a laboratory component
in regards to prevention. PCR cycle number also affects stutter ratios
(increasing stutter ratios as cycle number increases) and profile var-
iance (heterozygote imbalance increases with elevated cycle number)
[9,12].

Traditionally, a ‘bottom up’ approach to setting these variables is
taken by modelling the observed variability in a range of single source
profiles (with respect to peak height variances and stutter ratios) and
negative control data (with respect to drop-in rates). The appropriate-
ness of these values is then tested by interpreting a range of DNA
profiles of varying quality and quantity (template) as part of a labora-
tory’s internal validation of the software.

Empirical observations suggest however that the parameters are not
too different between laboratories with the same kit chemistry, PCR
cycle number, and CE machine (collectively termed technology in this
paper) and the resulting likelihood ratios do not depend much on these
parameters. This suggests one may ‘borrow’ parameters from a la-
boratory using the same technology to calculate a likelihood ratio (LR)
without having to establish laboratory specific parameters; a ‘top down’
approach to setting parameters. The current study aims to rigorously
address the question to what extent parameters can be borrowed from
laboratories with similar technologies without rendering the results
unreliable. This study demonstrates that STRmix™ parameters used for
profile interpretation are portable between different laboratories. As
with many organisations, we advocate internal laboratory validation
prior to use in casework for any interpretation method, irrespective of
how the parameters were determined.1

In the first part of this paper, STRmix™ parameters are determined
using a publicly available dataset. In the second part of this paper, sets
of data created in different laboratories were interpreted using their
validated kit settings and then re-interpreted using the kit validated for
the publically available data set. The resulting LRs were compared.

In part one, the publicly available Boston University PROVEDIt
Initiative (Project Research Openness for Validation with Experimental
Data) dataset was used. PROVEDIt is a freely available dataset which
contains 25,000 DNA profiles generated by Boston University using
different multiplex kits [13]. The intent of the PROVEDIt initiative is to
provide an empirical data set to facilitate laboratories to “efficiently
compare, contrast, and validate forensic DNA computational systems”.
A selection of single source GlobalFiler™ (Applied Biosystems), 29
cycle, 3500 CE samples was used from this data set to calibrate the PG
software. Subsequently a series of mixtures of two and three con-
tributors was used for validation purposes. STRmix™ [6] was calibrated
to the PROVEDIt dataset according to the standard ‘bottom up’ im-
plementation protocol. In order to determine the suitability of the
STRmix™ parameters to interpret different mixture profiles, sensitivity
and specificity studies were undertaken. With respect to interpretation
methods, sensitivity is defined as the ability of the software to reliably
resolve the DNA profile of known contributors within a mixed DNA
profile for a range of starting DNA templates. The LR for known con-
tributors (Hp true tests) with adequate template should be high and
should trend to 1 as less information is present within the profile, i.e.
sensitivity is dependent on the DNA input amount.

Specificity is defined as the ability of the software to reliably ex-
clude known non-contributors (Hd true tests) within a mixed DNA
profile for a range of starting DNA templates. The LR should trend
upwards to 1 as less information is present within the profile [14].

In part two, the authors have considered whether, once calibrated to
a given technology, such settings could be used more broadly by other
laboratories/organisations employing the same technology. This in-
volves applying the calibrated settings for Boston University to mixtures
developed in another laboratory or organisation (which we term non-
cognate experiments). For completeness, a selection of the publicly-
available mixtures created by the Boston University were interpreted
using settings calibrated within other laboratories/organisations
around the world. This work is used to demonstrate the robustness of
STRmix™ to variation in the input run parameters

2. Methods

2.1. Setup of the PROVEDIt parameters

2.1.1. Analytical threshold
The purpose of an analytical threshold (AT) is to reliably assign

peaks above the threshold as signal (either truly allelic or stutter) and
discard measurements below the threshold as potentially noise [15].
There is a trade-off, since setting this threshold too high can result in a
loss of profile data, while setting the threshold lower increases the risk
of interpreting noise spuriously as allelic. An analytical threshold is
usually based on a signal to noise analysis determined from a labora-
tory’s empirical data and should be generated including positive control
data [16–18].

20 profiles were selected from the PROVEDIt 1-Person Profiles 3500
15 s GF 29 cycles, RD14-0003(01216ADG_15sec) data (a full list of
samples used can be found in Supplementary material). The profiles
selected had been amplified with 0 ng (negative controls) to 0.5 ng of
template using GlobalFiler™ and 29 PCR cycles. Raw data files (.hid
files) were analysed in GeneMapper® ID-X v1.5 with a 1 rfu AT for all
dyes. Allelic peaks, stutter peaks, pull-up, and other artefactual peaks
were removed from the profiles. The remaining peaks were attributed
to noise and were exported to Excel for analysis.

These data were collated per dye colour (for all DNA quantities) and
the average signal was determined. The signal per locus was also

1 We acknowledge standard 8.3.1.1 of the Quality Assurance Standards for Forensic
DNA Testing Laboratories which states that “Internal validation data may be shared by all
locations in a multi-laboratory system.”
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