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a b s t r a c t

Quantifying and mapping cultural ecosystem services is complex because of their intangibility. Data from
social media, such as geo-tagged photographs, have been proposed for mapping cultural use or appreci-
ation of ecosystems. However, manual content analysis and classification of large numbers of pho-
tographs is time consuming. This study develops a novel method for automating content analysis of
social media photographs for ecosystem services assessment. The approach applies an online machine
learning algorithm – Google Cloud Vision – to analyse over 20,000 photographs from Singapore, and uses
hierarchical clustering to group these photographs. The accuracy of the classification was assessed by
comparison with manual classification. Over 20% of photographs were taken of nature, being of animals
or plants. The distribution of nature photographs was concentrated around particular natural attractions,
and nature photographs were more likely to occur in parks and areas of high vegetation cover. The
approach developed for clustering photographs was accurate and saved approximately 170 h of manual
work. The method provides an indicator of cultural ecosystem services that can be applied rapidly over
large areas. Automated assessment and mapping of cultural ecosystem services could be used to inform
urban planning.

� 2017 Elsevier B.V. All rights reserved.

1. Introduction

Ecosystem services are the benefits that nature provides to peo-
ple, including provisioning, regulating and cultural services
(Millenium Ecosystem Assessment, 2003). To integrate ecosystem
services within environmental decision making, we require infor-
mation on a broad range of these services, so as to identify trade-
offs among different objectives (Fish, 2011). Cultural ecosystem
services are the non-material benefits that nature can provide,
including recreational, spiritual and heritage values (Hernández-
Morcillo et al., 2013). Quantifying cultural ecosystem services has
traditionally been a time-consuming process, involving interviews
(Plieninger et al., 2013), focus groups (Norton et al., 2012), or social
surveys (Pleasant et al., 2014). More recently, data extracted from
social media, such as geo-tagged photographs, have been used as
indicators of recreational and aesthetic cultural ecosystem service
value (Casalegno et al., 2013; Gliozzo et al., 2016; Keeler et al.,
2015; Nahuelhual et al., 2013; Richards and Friess, 2015;
Tenerelli et al., 2016; van Zanten et al., 2016; Wood et al., 2013).
Data from social media offer great potential for quantifying ecosys-

tem services rapidly and over large areas, though for media such as
photographs this still involves human supervision, making it a
time-consuming process (Richards and Friess, 2015). This study
presents an approach for automating the content analysis of social
media photographs to facilitate rapid and large-scale ecosystem
service mapping.

Previous studies that have used social media data in ecosystem
service mapping have mapped the density of geo-tagged pho-
tographs as a proxy for public interest in an area (Casalegno
et al., 2013; Keeler et al., 2015; van Zanten et al., 2016; Wood
et al., 2013). Such studies have demonstrated that social-media
data can be valuable in helping to map cultural ecosystem services
over large areas, but there is a wealth of additional information in
social media that is currently under-used. To extract more from the
resource provided by social media, it is necessary to analyse the
content of photographs, firstly to ensure that the photographs
are relevant to the natural environment, and secondly to under-
stand what aspects of the environment are of most interest to peo-
ple in a particular area (Richards and Friess, 2015).

The density of photographs in a location corresponds closely to
its popularity with visitors (Wood et al., 2013), but does not neces-
sarily relate to public interest in the environment. The presence of
a photograph does not tell us why people visited a location; for
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example, there may be a high density of photographs because of
high public interest in a natural feature, or due to interest in a
nearby popular restaurant. Photograph density as an index of cul-
tural ecosystem service quality may be particularly confounded in
urban areas, because recreational green spaces are found in close
proximity to built infrastructure with high recreational potential,
such as malls, cinemas, and restaurants. The risk of overestimating
public interest in ecosystems can be reduced by discounting pho-
tographs that fall over non-natural areas (Gliozzo et al., 2016).
However, this approach requires a complete knowledge of where
those areas are, which may be difficult to obtain in heterogeneous
urban-rural landscapes. In urban areas, many human-nature inter-
actions occur in very small spaces, including community or private
gardens (Marco et al., 2010; Seik, 2000). Such spaces may be hid-
den within larger areas that are assumed to be urban, and exclud-
ing all photographs from these areas could undervalue the
importance of nature. The risk of overestimating public interest
in the environment can also be limited by applying filters to the
textual content (‘‘tags”) associated with each image (van Zanten
et al., 2016). However, photograph tagging relies on classification
of the images by users, some of whom are less diligent in recording
a broad range of tags, or may not record any tags at all.

There is a wealth of information held within photographs of the
environment that can be analysed alongside social surveys and
interviews to infer how, and why, people interact with nature
(Dorwart et al., 2009). The density of nature photographs in a place
can be considered as an indicator of public interest in nature in
that area, which to some extent relates to recreational and cultural
heritage ecosystem services (Richards and Friess, 2015). However,
interpreting the information held within photographs can be a
challenge for research into cultural uses of the environment,
because the choice of what to take a photograph of is subjective
on behalf of the photographer, and the motivation for taking the
photograph may be unclear without additional contextual infor-
mation (Scott and Canter, 1996). Despite the caveats in analysing
the content of photographs, images from social media websites
have previously been analysed by manual classification, to assess
the relative importance of different cultural and recreational uses
(Richards and Friess, 2015; Thiagarajah et al., 2015). Manual anal-
ysis of photographs can be consistent between assessors, and can
be relatively rapid at small spatial scales; indeed, a sufficient anal-
ysis of one natural site can be completed in around 30 min
(Richards and Friess, 2015). However, manual classification of pho-
tograph content does not scale up easily, as the time investment
required to compare a large number of sites would be substantial.
To allow rapid assessment of cultural ecosystem services over large
areas, we require automated content analysis of photographs from
social media.

The capability of image recognition software has improved
rapidly over the past few years, spurred by the availability of large
image datasets and high-power cloud computing (Agrawal et al.,
2015; Kwak and An, 2016). Generally-applicable image recognition
algorithms are now accessible online, such as Google’s Cloud
Vision, and Microsoft’s Computer Vision (Google Cloud Vision,
2017; Microsoft Computer Vision, 2017). Google Cloud Vision,
launched in 2016, provides an Application Programming Interface
(API) for image recognition, allowing users to analyse individual
images for their content, which is described in terms of keywords
(Google Cloud Vision, 2017). Generalised image recognition APIs
are now being applied to analyse the content of large number of
images for research purposes, for example to categorise the con-
tent and gender balance of images in the global news (Kwak and
An, 2016).

Automated content analysis of photographs from social media
could help to ensure that only relevant photographs are included
in indices of cultural ecosystem service quality, and may also pro-

vide more information, by distinguishing between different cul-
tural ecosystem services, or aspects of the environment that are
of interest (Di Minin et al., 2015; Richards and Friess, 2015). This
study demonstrates a novel method for analysing photographs
taken from social media with the Google Cloud Vision image recog-
nition algorithm, and applies this approach across the city-state of
Singapore. The objectives of the study were (1) to quantify the
occurrence of photographs relating to nature, (2) to analyse the
drivers of spatial variation in nature photographs, and (3) to assess
the accuracy of the automated classification by comparison with a
manual classification conducted by a human.

2. Method

2.1. Cultural ecosystem services in Singapore

Singapore is an island city-state of 5.6 million people, located in
Southeast Asia (Department of Statistics, 2016). The population is
relatively wealthy and there is a high rate of mobile phone owner-
ship (IDA, 2014), making it a suitable country for analyses of social
media data (Richards and Friess, 2015). While largely urban,
around 56% of the land area is covered in managed and sponta-
neous vegetation, including public parks, gardens and nature
reserves (Yee et al., 2011). Recreation is an important use of green
space in Singapore, with a number of designated parks and gardens
as well as networks of footpaths (Henderson, 2013; Tan, 2006).

2.2. Extraction of images and image recognition

Flickr is a photograph-sharing website with over 70 million
users and 200 million geo-tagged photographs (Wood et al.,
2013), which has become a commonly-used source of social-
media photographs for assessing cultural ecosystem services
(Richards and Friess, 2015; van Zanten et al., 2016; Wood et al.,
2013). To download the photograph population across mainland
Singapore, Sentosa Island, and Ubin Island, we laid out a regular
grid of 165 locations and extracted all geo-tagged photographs
from the social media website Flickr. The sample locations were
arranged on a 2 km by 2 km grid. A random subset of 25000 pho-
tographs from Flickr (approximately 20% of the total) was then
analysed further using image recognition. A random subset of all
photographs was used, rather than stratifying the random sample
by photographer. As such there is likely to be some bias in the data,
as photographers that uploaded large numbers of photographs to
Flickr were more likely to be represented. Each image was sent
to the Google Cloud Vision API, which used a machine learning
algorithm to assign keywords to the images (Google Cloud
Vision, 2017). The Google Cloud Vision API was accessed through
the RoogleVision package for the R statistical programming lan-
guage (Teschner, 2016). A maximum of five keywords were
returned for each image (Teschner, 2016).

2.3. Hierarchical clustering of images into general categories

The Google Cloud Vision image recognition algorithm returned
up to five keywords that were associated with each photograph. A
hierarchical clustering algorithm was applied to group the pho-
tographs according to their keywords (Oteros-rozas et al., 2017).
A distance matrix was generated by comparing the proportion of
the keywords assigned to one photograph that did not match the
keywords assigned to another photograph. Hierarchical clustering
was then applied using Ward’s distance, as implemented in the
hclust function for the R statistical programming language (R
Core Team, 2015). The appropriate number of clusters for analysis
was assessed by plotting the average difference between the
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