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a  b  s  t  r  a  c  t

Models  are  prone  to errors,  often  due  to uncertain  parameters.  For  optimization  under  uncertainty,  the
larger the  amount  of uncertain  parameters,  the  higher  the computational  effort  and  the  possibility  of
obtaining  unrealistic  results.  In this  contribution  it is  assumed  that  not  all uncertain  parameters  need  to
be  regarded  and  focus  should  be  laid  on a subset.  As a first  step  in  the  algorithm,  a parameter  estimation
is  carried  out  to  determine  expected  values,  followed  by a  linear-dependency  analysis  and  a  ranking
of  the  uncertain  parameters.  Parameters  with a  high  linear-dependency  are  fixed,  while  others  are  left
uncertain.  This  is  followed  by a subset  selection  regarding  the  sensitivity  of  the  parameters  toward  the
model  and  toward  a user-defined  objective  function.  Thus,  only  parameters  with  the  largest  sensitivities
are  selected  as uncertain  parameters  and  considered  for  optimization  under  uncertainty.  A  case  study  is
presented  in  which  the  algorithm  is  applied.

© 2014  Elsevier  Ltd.  All  rights  reserved.

1. Introduction

In many disciplines, such as economics, biology, or chemical
engineering, uncertainty plays a crucial role in the decision making
process (Arellano-Garcia, 2006). On an industrial scale, uncertainty
is often compensated with conservative measures such as worst
case assumptions, over-estimation of operating parameters, over-
design of equipment, or implementation of risk-values to minimize
possible losses of profit. Often enough, mathematical models of sys-
tems are created to simulate or even optimize the system regarding
an objective function. Currently, several approaches exist to incor-
porate the uncertainty of parameters into optimization studies, e.g.
Arellano-Garcia (2006), Binder (2012), and Quaglia et al. (2013).
In general, all of these approaches are computationally expensive,
with the computation time drastically increasing with the number
of uncertain parameters (Dyer and Stougie, 2006). For strategies
such as chance constrained optimization under uncertainty, this is
a critical issue (Wendt et al., 2002). The basis of all uncertainty esti-
mation is measurements and thereon based parameter estimation.
Depending on the system the parameter estimation will distribute
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the measurement uncertainty on all estimated parameters of the
system. Usually, identifiability or relevance of parameters for the
application of the model is not considered. This can lead to the effect
that poorly estimated parameters, in terms of large uncertainty, can
add unrealistic behavior to the system. Therefore, it is obviously
not sensible to implement the uncertainty for all uncertain param-
eters into the entire user-defined optimization problem. The goal of
this contribution is to present an approach with which the relevant
uncertain parameters can be ranked according to their uncertainty
and identifiability. Hereby, a consideration of the sensitivity toward
the objective function in optimization under uncertainty as well as
the incorporation of the variance of the uncertain parameters is
necessary as well as taking linear independence of the uncertainty
of the parameters into account.

2. Status quo

Dealing with uncertainty in optimization has been a very promi-
nent issue in the last years. Some approaches are scenario based
optimization: Examples can be found in Mars and Hundt (2009),
Dembo (1992), or Laird and Biegler (2008). More recently, Quaglia
et al. (2013) have applied these approaches to enterpise-wide opti-
mization problems. In these approaches different scenarios are
optimized for different sets of parameter values. Other approaches
are concerned with chance constrained optimization under uncer-
tainty, also found in Arellano-Garcia (2006) or Li et al. (2008).
Herein, probabilities are attached to certain inequality constraints,
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which do not need to be adhered to at all times. The expected value
of the objective function is minimized. As a result, the stochas-
tic optimization problem is turned into a deterministic one. For
all these approaches, the different sources of uncertainty need
to be identified. A classification of uncertainty can be found in
Ierapetritou et al. (1996):

• model-inherent uncertainty such as kinetic constants or physical
properties;

• process-inherent uncertainty such as plant data of flow rates,
pressures, or temperatures;

• external uncertainty, mainly determined by external factors such
as the demand-market for a product or feed availability and pri-
cing; and

• discrete uncertainty such as equipment availability or other ran-
dom discrete events.

In general, all these sources should be considered when working
in the field of optimization under uncertainty. The fact remains
though that the computational load increases exponentially with
the number of uncertain parameters. At the same time, badly esti-
mated uncertainties can lead to a wrong prediction of the behavior
of the actual system at hand by causing fluctuations into areas
where the true system cannot go. Therefore, the sources that are
truly worth regarding should somehow be selected and an infor-
mation condensation into a desirably small number of uncertain
parameters is required. Several strategies exist to improve the
quality of a parameter estimation result. In Binder (2012), dif-
ferent strategies for robust parameter estimation are discussed.
These strategies can include gross-error in the basic measurement
data sets, which least squares parameter estimation cannot han-
dle. However, given the fact that the optimization problem using
robust estimators is not twice continuously differentiable and non-
standard solution algorithms have to be applied, these methods
will be neglected here. In the contribution by Burth et al. (1999),
subset selection for improved non-linear least squares parame-
ter estimation is examined. Herein it is shown that a partitioning
of the to be estimated parameters into well-conditioned and ill-
conditions subsets followed by a fixation of the ill-conditioned
parameters greatly enhances the quality of the estimated parame-
ters and reduces unreliability of the results. Several other authors,
such as Fink et al. (2007) or López C et al. (2013), have successfully
implemented this approach for very different applications. Due to
these successful implementations of subset selection methods in
non-linear parameter estimation and the achieved initial reduction
of uncertain parameters, this contribution extends subset selection
as a means to identify relevant uncertain parameters for optimiza-
tion.

3. Algorithm for the relevant uncertain parameter selection

In order to design an algorithm for the selection of the rele-
vant uncertain parameters for optimization purposes, issues such
as linear independence of parameters, identifiability, and sensi-
tivity of the parameters regarding the outputs or a user-defined
objective function regarding a specific process should be consid-
ered. Firstly, identifiability theory states that some models may
not be completely identifiable. Hence, it is necessary to find a
subset of parameters, on which it is at least partially identifiable.
Using the whole set of parameters would lead to unnecessary
noise in the parameter estimation. Badly estimated parameters
may  then add unrealistic behavior to the system. This again would
distort the optimization result. In case the model is theoretically
able to fully depict the real behavior of a process, this subset
of identifiable parameters considering their variances should be

able cover the entire area of the measurement data. In most
cases, however, the subset will still contain additional infor-
mation that is solely important for intermediate values in the
model. With respect to optimization under uncertainty, only the
behavior of certain outputs of the model with respect to a spe-
cific user-defined objective function is of importance. Hence, it
should be possible to further reduce the subset of identifiable
parameters to an even smaller set containing the most vital uncer-
tain parameters, whose expected values and variances are then
to be implemented into optimization under uncertainty, while
all other parameters are fixed to their expected values. This of
course demands the formulation of the user-defined objective
function before tackling the parameter estimation and subset selec-
tion.

The general idea is to perform a pre-screening of the param-
eters regarding their identifiability. Methods from design of
experiments, also described in Montgomery (2013) or Anderson
and Whitcomb (2000), are known. Here, parameter fitting
strategies, such as fixation and relaxation of parameters have
been widely investigated. A simple example of a pair of
non-identifiable parameters is the heat capacity Cp, which is
usually the product of the specific heat, density, and vol-
ume:

Cp = cp · � · V (1)

Here, a separate identification of cp and � will not be directly
possible, as long as they do not appear separately in the model
equations and sufficient measurement data is available to iden-
tify either of them. Strategies for the determination and ranking
of linearly independent parameters can be found in López C et al.
(2013), Velez-Reyes and Verghese (1995), Grah (2004), and Quaiser
and Monnigmann (2009) and a focus on the sensitivities of iden-
tifiable parameters is made in Brun et al. (2002), Chu and Hahn
(2009), Yao et al. (2003), Chandrakant and Bisaria (1998), and
Weijers and Vanrolleghem (1997). The strategies implemented
as part of this contribution will be discussed in the next sec-
tion.

As a next step, the parameters are ranked according to their sen-
sitivity regarding the state variables (including immeasurable ones)
and according to their sensitivity regarding a user-defined objective
function. The subsets of the two  rankings are combined. These then
are the relevant uncertain parameters. With respect do the desired
reduction of the number of parameters, the worst case would be
an outcome, in which the final subset selection contains all ini-
tially provided parameters. The general schematic of the algorithm
is displayed in Fig. 1.

Before starting with the description of the algorithm, the fol-
lowing assumptions are made:

• A model of the system is available or has been discriminated.
• The model is either fully discretized or consists of a first order

differential algebraic equation system.
• Measurement data have been produced and is available for vari-

ous operation points or conditions.
• Variances for all measurement devices are available.

3.1. Subset selection I – identifiability and linear independence

The measurement data accumulation and model discrimination
are the first step of the algorithm. From the model structure it is
not obvious which parameter values can or should be fixed initially.
The first step is followed by a definition of expected values, lower
bounds, and upper bounds for all uncertain parameters. This step
is based on heuristics. If the results of parameter estimation are not
satisfactory, a relaxation of the bounds should be done.
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