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Explaining relationships between coke quality index and coal properties
by Random Forest method
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h i g h l i g h t s

� The prediction of Free Swelling Index (FSI) as a coke quality parameter were studied.
� The importance of variables for FSI prediction was measured by Random forest (RF).
� RF method can build accurate model to assess complex relationships in coal processing.
� Results indicated that RF models can be applied for prediction of other fuel factors.
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a b s t r a c t

In this study was shown that random forest (RF) can be used as a sensible new data mining tool for
variable importance measurements (VIMs) through various coal properties for prediction of coke quality
(Free Swelling Index (FSI)). The VIMs of RF within coal analyses (proximate, ultimate, and petrographic
analyses) were applied for the selection of the best predictors of FSI over a wide range of Kentucky coal
samples. VIMs assisted by Pearson correlation through proximate, ultimate, and petrographic analyses
indicated that volatile matter, carbon, vitrinite, and Rmax (coal rank parameters) are the most effective
variables for the prediction of FSI. These important predictors have been used as inputs of RF model
for the FSI prediction. Outputs in the testing stage of the model indicated that RF can predict FSI quite
satisfactorily; the R2 was 0.93 and mean square error from actual FSIs was 0.15 (had less than interval
unit of FSI; 0.5). According to the result, by providing nonlinear inter-dependence approximation among
parameters for variable selection and also non-parametric predictive model RF can potentially be further
employed as a reliable and accurate technique for the determination of complex relationship through fuel
and energy investigations.

� 2016 Published by Elsevier Ltd.

1. Introduction

Demands for fossil fuels, which are the main parts of the world
energy consumption, are increasing [1]. Coal as a fossil fuel has
been used for the thermal power generation; iron making; and in
the cement, paper, and textile industries [2,3]. Metallurgical coke
is commercially produced by carbonization of coals at temperature
up to 1400 K. Through the coking procedure in an oven, the coal
sample softens, fuses, and resolidifies to form a macro-porous car-
bon material [3–6].

Coke is an important fuel in steel making, and coke-making is
an important use for coal. Coke is an expensive component, and
although some other fuels (oil, granulated, and pulverized coal
[7], and plastic wastes [8–11]) have been proposed as substitutes
for coke, realistically there is no available replacement that can
substitute for the metallurgical performance of coke to support
the blast furnace charges [6,12–14].

In steel industry, coke has been used to provide heat for the
melting of slag and metal (as a fuel), reduce iron ore to elemental
iron (as a reduction agent), and maintain permeability in the blast
furnace (as a permeable support) [6,13,15]. Quantitatively coke is
the largest materials feed into the blast furnace. Therefore, as a
permeable support, consistent quality is needed to economically
drive the furnace and provide reliable steel quality [6,13,14,
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16,17]. There are many parameters which affect coke performance
in the blast furnace. The coal rank parameters (Moisture, volatile
matter, carbon, etc.), petrographic composition (macerals and
vitrinite maximum reflectance (Rmax)), and impurities (ash, sulfur,
phosphorous, and alkali contents) together control the quality
of coals and fundamentally effects on coking coal quality
[3,6,13,17–21]. The evaluation of coking quality from parent coal
samples can be assisted by fluidity, dilatation, or Free Swelling
Index (FSI) methods [12,13,17,22,23].

In the USA, a coal’s cokeability is evaluated by FSI [1] among
other test. According to ASTM D 720, FSI measurement involves
heating a small sample of coal (1 g of fresh powdered coal sample
(<250 lm)) for 2.5 min in a standard sized silica crucible to around
1100 K [24]. After cooling, FSI is evaluated by comparing the size
and shape of the resulting solid ‘‘cross sectional profile of the coke
button” with a series of standards and assigning a value from zero
to nine at intervals of 0.5. Based on the result, standard coke qual-
ity (FSI) is classified into weakly (0–2), medium (2–4), and strongly
(4–9) caking ranges [1,12,16,21,24,26–29]. There are some param-
eters that potentially could contribute to errors in FSI determina-
tion such as the proper heating rate, oxidation or weathering of
the coal sample, and an excess of fine coal in the analysis sample
[21,25,27,29]. Therefore, prediction of FSI from coal properties
could provide this opportunity to assess coke quality by easy and
accurate estimation and save all efforts involving the experimental
procedure.

Based on these facts, a few statistical models based on various
coal analyses (proximate, ultimate, and petrographic analyses)
have been developed to predict FSI by regression and artificial neu-
ral networks (ANNs) [21,25]. Generally these methods are only
capable of capturing complex relationships among variables to
predict an output, and do not give any insight into the inter-
dependences among inputs and output variables. In addition, due
to heterogeneous character of coals, a variable could be a relatively
strong contributor to FSI, but would be more strongly correlated to
the other variables which were influencing coke quality. Including
these variables as inputs in a model inflates the correlation coeffi-
cient (R2) of the model, but does not necessarily mean that the
model more accurately describes FSI [30–32]. Hence, it would be
an essential to use a method which can identify the individual
effects of explanatory variables.

As an ensemble of multiple decision trees, the random forest
(RF) method can overcome these drawbacks. RF is a predictive
model based on decision by a collection of classification or regres-
sion trees. In the RF approach to variable importance measure-
ments (VIMs) and predict a target value, a group of trees is used
to establish relevant predictor variables with the target, and based
on importance predictors estimate the target. Within the past few
years, RF has been widely used in many investigations for predic-
tion and interpretation purposes. Their popularity is based on their
ability to deal with missing values and high-dimensional data,
identify complex interactions between variables and the most
important predictors measurements (VIMs), high predictive accu-
racy (low-bias models and low-variation in results), and robust
against over-fitting [33–38].

Despite the growing literature on using tree-based methods in
various fields, to our knowledge there is no investigation has been
done to examine interrelationship (VIMs) between coal properties
with FSI by RF and predict the coke quality (FSI) with those vari-
ables. The aim of the present study is the assessment of properties
of over 900 coal samples from Kentucky, USA, to identify the vari-
able importance and predict the coke quality with the most impor-
tant variables (VIMs) based on various coal analyses (ultimate and
proximate analysis, oxides, and petrographic analysis) of samples
by using RF method.

2. Materials and methods

2.1. Experimental data

Valuable modeling by soft computing methods for the estima-
tion of a target, and also for the examination of interrelationships
between inputs and outputs, requires a high-dimensional robust
database to cover a wide variety of sample properties. Such a
model will be valuable for predicting of a target with a high degree
of accuracy. In this study, data used to explain relationship
between properties of coal samples with their coke qualities comes
from studies conducted at the University of Kentucky, Center for
Applied Energy Research. A total of >900 sets of data were used.
The results of various analyses (input variables for the prediction)
and their representative FSIs are shown in the Supplementary
database. Analyses were performed according to the standard
ASTM test methods.

2.2. Random forest

2.2.1. Variable importance measurements (VIMs)
In the learning step of models in which there are many

variables in a high-dimensional data set, all of the variables are
not important for prediction of the target. Irrelevant variables
potentially can make bias on the model accuracy. By a variable
selection technique, irrelevant variables could be eliminated, the
prediction accuracy would be improved and the risk of overfitting
might be decreased. Therefore, variable selections that can
determine the most important variables have been receiving
increased attention. For random forests, ‘‘Permutation accuracy
importance (PAI)” is the most advanced variable measurement
(VIM) [33,39–42].

The PAI is assessed by comparing the difference between pre-
diction accuracy from a tree, before and after random permutation
of the predictor variable (a non-linear assessment). In other words,
PAI is comparing the prediction accuracy of a tree with and with-
out the presence of this predictor variable. The average of differ-
ences through all trees indicates the final importance rank.
Consequently, a strong relationship between the predictor variable
and the output demonstrates with a large value of the PAI, and
other values ranked after that. The advantage of PAI in RF by means
of VIMs over other available methods is that PAI covers the impacts
of each variable individually and simultaneously assesses the
multivariate inter-correlations between other predictor variables
[33,37,39,43,44]. For modeling and statistical analyses, the
reference implementation of PAI is available in the ‘‘R” software
package (a free software package for statistical computing) which
has been used in this study.

2.2.2. Prediction by RF
Fundamentally RF models as ensemble methods are relied on

the CART procedure (classification and regression trees), where
the feature space is disjoint into separate nodes, and then by a sim-
ple model (like fitting constant to each region) the output esti-
mated in each region. The splitting algorithm is hierarchical and
designed in a binary fashion. Therefore in each step it determines
the optimal ‘‘s” (splitting variable) and the best split-point along
that variable. In each node of a tree, the best splitting variable is
determined over all input data and all possible ‘‘s” by calculating
the following minimization of the residual sum of squares (RSS):

RSS ¼
X

xi2R1ls
ðyi � y1lsÞ2 þ

X

xi2R2ls
ðyi � y2lsÞ2 ð1Þ

argminl2f1;2;...;pg;sðRSSÞ ð2Þ
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