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H I G H L I G H T S

• A continuous reinforcement learning based energy management of HEB is proposed.

• The discrete action value matrix of Q learning is replaced by continuous neural network.

• Simulation results show that the fuel economy of DQL algorithm is 5.6% better than Q learning.
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A B S T R A C T

Reinforcement learning is a new research hotspot in the artificial intelligence community. Q learning as a famous
reinforcement learning algorithm can achieve satisfactory control performance without need to clarify the
complex internal factors in controlled objects. However, discretization state is necessary which limits the ap-
plication of Q learning in energy management for hybrid electric bus (HEB). In this paper the deep Q learning
(DQL) is adopted for energy management issue and the strategy is proposed and verified. Firstly, the system
modeling of bus configuration are described. Then, the energy management strategy based on deep Q learning is
put forward. Deep neural network is employed and well trained to approximate the action value function (Q
function). Furthermore, the Q learning strategy based on the same model is mentioned and applied to compare
with deep Q learning. Finally, a part of trained decision network is analyzed separately to verify the effectiveness
and rationality of the DQL-based strategy. The training results indicate that DQL-based strategy makes a better
performance than that of Q learning in training time consuming and convergence rate. Results also demonstrate
the fuel economy of proposed strategy under the unknown driving condition achieves 89% of dynamic pro-
gramming-based method. In addition, the technique can finally learn to the target state of charge under different
initial conditions. The main contribution of this study is to explore a novel reinforcement learning methodology
into energy management for HEB which solve the curse of state variable dimensionality, and the techniques can
be adopted to solve similar problems.

1. Introduction

With the standing development of economy and industry, the
amount of vehicles increases rapidly, which has aroused concern of
energy unsustainability and environment pollution [1,2]. Hybrid elec-
tric bus (HEB) become suitable solution for public transit by utilizing
the advantages of both low energy consumption and long endurance
mileage [3,4].

In recent years, many configurations of HEBs have been designed
and implemented, which can be classified into three categories: series,
parallel and power-split [5]. The power split configuration is widely
welcomed because of decoupling control for engine rotating speed and

vehicle velocity [6,7]. However, limited to the reduction ratio of a
single planetary gear, the output torque cannot meet the driving de-
mands of bus. Therefore, the dual-planetary gear hybrid system which
add a gear to increase the torque is developed for HEB. In this paper, a
power split HEB composed of two planetary gears, engine, in-
tegrated starter generator (ISG) and driving motor is chosen as research
object.

To maximize fuel economy and keep battery state of charge (SOC)
stable, the energy management strategy, which can coordinate the
power distribution between engine and motor, is the key factor.
Numerous energy management strategies have been proposed and ap-
plied to hybrid electric vehicles (HEVs) in these years, which can be
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generally divided into two categories, namely rule-based and optimi-
zation-based [8]. Rule-based strategies are widely adopted in practical
application because of reliability. And optimization-based methods
usually regulate the control variables by minimizing a predefined cost
function within feasible constraints. Usually the optimization-based
method can be further divided into: offline and online. Typical offline
methods include: dynamic programming(DP) [9–11], convex pro-
gramming [12,13], particle swarm optimization (PSO) [14]. And online
optimization methods such as: Equivalent consumption minimization
strategy (ECMS) [15,16], model predictive control (MPC), [17–20]. DP
provides a global optimal solution and is usually used as the offline
benchmark to explore the fuel economy potential [21]. And if energy
management issues are approximately considered as convex, a global
optimized solution can be rapidly accomplished by convex program-
ming with any initialization [12]. PSO as a meta-heuristic approach is
very suitable for energy management optimization of HEV that has
some degree of noise or irregularity [14]. In terms of ECMS, it becomes
a more readily implementable local optimization approach. Based on
the instantaneous minimization of a cost index, it does not require prior
knowledge of driving pattern [16]. MPC is a popular strategy that has
been widely adopted in energy management as an effective means of
dealing with multivariable constrained control problem. MPC mini-
mizes a series of cost functions over the prediction horizon. And if with
the proper prediction method, the MPC-based strategy can achieve the
performance similar to DP in specific working conditions [22].

Different from traditional approaches, several novel methods have
emerged in energy management of HEVs in recent two years, such as
reinforcement learning (RL). As a research hotspot in the field of arti-
ficial intelligence, machine learning and automatic control [23], RL is
considered as one of the core technologies in designing intelligent
systems [24]. Q learning is a famous and effective RL algorithm and has
been applied in HEV energy management strategy recently. Literature
[25] presented RL-based energy management strategy for a plug-in
parallel HEV. [26] applied Q learning into energy management of series
hybrid electric tracked vehicle and registered fuel economy better than
Stochastic Dynamic Programming algorithm. Data-driven Q learning
algorithm is employed in [27] for a power-split plug-in HEV energy
management and achieve good fuel saving performance. Literature [28]
implemented predictive energy management strategy for a parallel HEV
based on Q learning and computational time of the strategy was less
than DP-based strategy.

The action value function is a judging system that gives action va-
lues based on historical training data and current data, this value re-
flects the favorable level when choosing an action, and thus agent can
choose the optimal action. It is clear that Q learning can give the sa-
tisfactory control orders only if action value function has been well
trained. The form of action value function in Q learning is a discretized
lookup-table matrix whose size is decided by dimensions of state and
action variables. However, continuous or multi-dimensional state
variables are usually needed in the practical application [29], which
lead the iterative computation of this matrix increase sharply and result
in intractable for convergence of the training process. In all, discretized
action value function posed a challenge in application of Q learning
algorithm for complex HEV configuration.

Due to the above problems, researchers use the function approx-
imation like neural network to approximate the Q matrix in RL.
Literature [30] proposed a Deep Auto-Encoder model, and the model is
suitable for visual perception input signal or small dimension of the
state space. Deep fitted Q learning is served for vehicle motion control
in [31]. Literature [32] used deep neural network (DNN) to take on the
role of action value matrix and presented deep Q learning (DQL) al-
gorithm to solve the Atari 2600 game. Under such approach, artificial
intelligence showed a level of comparable competition that of human
players, thus DQL method is considered to be a groundbreaking work in
the field of Deep Reinforcement Learning.

This paper discusses a DQL-based energy management strategy for a

power split HEB, where DNN is employed as the action value function.
The powertrain and multiple power components were modeled firstly.
After that the DQL algorithm is introduced and implemented to opti-
mize the energy management problem for both minimizing the fuel
consumption over a specific time horizon and keeping battery SOC
stable. Furthermore, the DQL is compared with Q learning in terms of
training difficulty, and the effects of different state variable on the ac-
tion value function are illustrated in several scenarios. In addition, the
proposed energy management technique is compared with DP-based
strategy in test scenario to demonstrate its optimality and adaptability
on different driving cycles excluding training conditions.

The reminder of this paper is organized as follows. In Section 2, the
power split HEB is introduced and modeled. Main ideas and specific
method of DP and DQL algorithm are depicted in Section 3; Section 4
provides the training comparison of DQL and Q learning and impact of
input state variables. Simulation results of DQL-based energy manage-
ment strategy are compared with results in Q learning-based method
and the optimal solution obtained by DP-based method in Section 5.
The last section is a conclusion of this paper.

2. Power split hybrid electric bus powertrain model

2.1. System configuration

The vehicle model investigated is a 12m long bus from practical
project and the topology of its powertrain is shown in Fig. 1.

The powertrain configuration composed of a diesel engine
(140 kW), a driving motor (178 kW) and a ISG (118 kW). Besides, a
26 kWh battery is chosen as the energy storage system. The specific
parameters of HEB are listed in Table 1.

2.2. The power request model

The core components of power-split HEB configuration are plane-
tary gears: PG1 and PG2. Specific mechanical structure of powertrain is
shown in Fig. 2. In this structure, engine, ISG is connected with sun gear
and planet carrier of PG1, respectively. The ring gear is fixed with
planet carrier of PG2 and simultaneously link with output shaft. The
ring gear of PG2 is fixed with vehicle body, which allows PG2 to be
used as a single gear delivering the output power of motor.

The speed and torque relationship between components are shown
as
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In the above equations, ng, ne, nm and nr are rotating speed of ISG,
engine, driving motor and ring gear of PG1; Tg, Te, Tm andTr are torque
of ISG, engine, driving motor and ring gear of PG1; k1 and k2 are gear
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Fig. 1. Topology of the HEB powertrain.
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