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Various devices that are used indoors require information regarding the user's position and orientation. This
information enables the devices to offer the user customized and more relevant information. This study presents
a new image-based indoor localization method using building information modeling (BIM) and convolutional
neural networks (CNNs). This method constructs a dataset with rendered BIM images and searches the dataset
for images most similar to indoor photographs, thereby estimating the indoor position and orientation of the
photograph. A pretrained CNN (the VGG network) is used for image feature extraction for the similarity eva-

luation of two different types of images (BIM rendered and real images). Experiments were performed in real
buildings to verify the method, and the matching accuracy is 91.61% for a total of 143 images. The results also
confirm that pooling layer 4 in the VGG network is best suited for feature selection.

1. Introduction

Indoor localization is the process of understanding the location and
orientation of an object in an indoor environment. Indoor localization
methods are mainly used for augmenting visual information [1], indoor
navigation [2], and tracking the indoor location of a person [3]. In the
architectural, engineering, and construction (AEC) industries, indoor
localization technology is used for various purposes, including facility
maintenance using augmented reality [4], evacuation route guidance in
emergency situations [5], and the tracking of workers or equipment
[6-9].

In indoor environments, it is difficult to receive global navigation
satellite system (GNSS) signals, which are mainly used for outdoor lo-
calization. Therefore, indoor localization methods using various sensors
are being studied. Radio-based indoor localization is a method of esti-
mating the position by transmitting and receiving signals. Radio-based
indoor localization methods include radio-frequency identification
(RFID) [7,10-13], Bluetooth [8,14-16], wireless local area networks
(WLANSs) [6,17-20], and ultra-wideband (UWB) technology [21-24].
However, these methods require preliminary tasks such as attaching a
sensor in advance to the object whose indoor position is to be de-
termined or making a map of the signal strength by location. In addi-
tion, radio-based methods are not very suitable for indicating the di-
rection of an object because the position is determined by the signal
[25].

Vision-based indoor localization has attracted attention as a cost-
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effective method [26]. Image-based indoor localization can utilize an
image dataset for the prebuilt indoor environment and indoor photo-
graphs taken with a camera at the user's location. As the dataset has the
prior information (position and orientation) necessary for localization,
a person's indoor position is determined by extracting the image most
similar to the photograph taken indoors from the dataset. The types of
images in the dataset are monocular images [2,25,27-31] and omni-
directional images [32-34]. The use of an omnidirectional image is
more advantageous for estimating the trajectory and orientation than
the use of a monocular image, but it requires more cameras than a
monocular image, which increases the cost and makes photographing
more difficult.

In order to determine the indoor location information, a map of the
indoor environment is required. The map is usually obtained from a
three-dimensional (3D) model, which requires a number of indoor
images or point clouds obtained from equipment such as laser scanners.
Indoor images can be used for the retrieval of similar images in indoor
localization and are also used in 3D modeling through structure from
motion (SfM) algorithms [28,30,31,35]. These methods require a se-
parate process to take photographs or point clouds to build a model
including every location where indoor localization is desired.

Another way to use images for indoor localization is to construct a
dataset by rendering a view in the form of a two-dimensional (2D)
image from the 3D model of a building and to compare it with a pho-
tograph taken in a real indoor environment [27,33,36]. In Refs.
[27,33,36], linear features are extracted from images to identify the
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locations related to the features. The lines of an image representing an
indoor scene are related to the structural characteristics of each loca-
tion; therefore, they can be useful for determining the location. Al-
though these studies have significantly advanced the body of knowl-
edge in image-based indoor localization, there remains room for
improvement. Higher levels of performance may be possible with ad-
ditional information such as the color or texture of an image. Simpler or
lighter equipment settings may provide the user with a more cost-ef-
fective solution for indoor localization.

Building information modeling (BIM) is increasingly being used in a
wide variety of areas in the construction industry owing to its effec-
tiveness [37-39]. Once a BIM model is developed, it is easy to obtain a
desired map from any position; therefore, there have been attempts to
utilize BIM in applications that use localization [7,8,24,29,40]. For
localization, BIM is mostly used with sensors such as RFID [7], Blue-
tooth [8], radio-frequency beacons [40], and UWB [24]. Application-
wise, BIM is used to provide geometric information [8,40], robot path
extraction [24], and the integrated management and visualization of
the information provided by the sensors [7]. The study presented in Ref.
[29] proposes a method for recognizing the corner of a tile in an indoor
floor photograph and identifying the indoor location using the co-
ordinate information of the tile in BIM. On the basis of the utility of
BIM, this paper presents an image-based indoor localization method
that retrieves rendered BIM images most similar to the photographs
taken from the user's location.

As shown in Fig. 1, the visual characteristics of an image rendered
from the 3D model differ from the photograph obtained in the actual
indoor environment. It is therefore difficult to perform image retrieval
by conducting a cross-domain comparison between images. Previous
studies that aim to estimate the indoor location by image retrieval use
the photographs acquired in the indoor environment for both the query
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image and the images in the dataset; scale-invariant feature transform
(SIFT) [25,30,34] or speeded-up robust features (SURF) [32] have been
used for feature extraction in the same domain for comparison pur-
poses. Fig. 2 shows that SIFT works well for images of the same domain
but can have problems if the image types are different.

In this study, a convolutional neural network (CNN) is used to ex-
tract features for cross-domain image retrieval. CNNs are deep learning
networks suitable for image processing. Unlike existing handcrafted
feature extraction methods, CNNs have exhibited excellent performance
in various fields of computer vision, such as classification, segmentation
[41], and image-based localization [42,43], using the ability to learn
visual features by itself. CNNs trained for image classification have
proven to be a powerful tool for extracting the generic features from an
image [44]. In fact, the intermediate output of each layer can be used as
a feature map in the image retrieval process [45,46]. Thus, the pro-
posed method utilizes a CNN trained for classification. The CNN is
pretrained by ImageNet [47], a large labeled image dataset for feature
extraction, and the extracted features are used for image retrieval.

2. Methodology

Fig. 3 shows the proposed method of image-based indoor localiza-
tion. The core idea is that images are processed through the CNN to
produce their multiscale features. The features from the rendered BIM
images and the indoor photograph are vectorized so that they can be
compared with each other. Once the image most similar to the user's
photograph is retrieved from the dataset, the user's indoor position is
estimated.

CNNs consist of multiple layers of neurons that learn to extract the
meaningful features of an image to perform a desired task. The types of
layers that make up a CNN are typically divided into convolutional,
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Fig. 1. Different image types: (a) indoor photographs and (b) images rendered by BIM.
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