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a b s t r a c t

Dependency risk graphs have been proposed as a tool for analyzing cascading failures due

to critical infrastructure dependency chains. However, dependency chain analysis is not by

itself adequate to develop an efficient risk mitigation strategy – one that specifies which

critical infrastructures should have high priority for applying mitigation controls in order

to achieve an optimal reduction in the overall risk. This paper extends previous

dependency risk analysis research to implement efficient risk mitigation. This is accom-

plished by exploring the relation between dependency risk paths and graph centrality

characteristics. Graph centrality metrics are applied to design and evaluate the effective-

ness of alternative risk mitigation strategies. The experimental evaluations are based on

random graphs that simulate common critical infrastructure dependency characteristics

as identified by recent empirical studies. The experimental results are used to specify an

algorithm that prioritizes critical infrastructure nodes for applying controls in order to

achieve efficient risk mitigation.

& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC

BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

(Inter)dependencies between critical infrastructures are a key
factor in critical infrastructure protection because they may
allow a failure that is seemingly isolated in one critical
infrastructure to cascade to multiple critical infrastructures.
One way to analyze critical infrastructure dependencies is to
use dependency risk graphs whose nodes represent critical
infrastructures or components and directed edges represent
the potential risk that the destination node may suffer due to

its dependency on the source node in the event of a source
node failure.

Kotzanikolaou et al. [7–9,14,15] have proposed a risk based
methodology for assessing the cumulative risk of dependency
risk paths – chains of critical infrastructure nodes that are
(inter)connected due to their (inter)dependencies. The meth-
odology uses as input existing risk assessment results from
critical infrastructure operators and, based on the first-order
dependencies between critical infrastructures, assesses the
potential risk values of all the nth-order dependency risk
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chains. By computing and sorting all the dependency risk
paths, a risk assessor may identify the most critical depen-
dency chains by examining all potential dependency risk
paths with cumulative risk above a predefined threshold.

Although the identification of the most important depen-
dency chains is a key step towards efficient risk mitigation,
certain open problems exist. A simple mitigation strategy is
to apply security controls at the root node of each critical
dependency chain. However, this may not always be a cost
effective strategy because the effects on some nodes may not
be measured properly. For example, consider the case where
a small subset of nodes (not necessarily the roots of critical
chains) affect a large number of critical dependency paths.
Decreasing the probability of failure of these nodes by
selectively applying security controls to them may result in
a greater overall risk reduction. Another example is when
nodes of high importance exist outside the most critical
dependency paths (such as nodes that simultaneously affect
many other nodes that belong to the set of most critical
paths, or nodes that affect the overall dependency risk of the
entire structure/graph).

Most current risk mitigation methodologies are empirical
in nature and typically focus on critical infrastructures that
initiate cascading failures (e.g., energy and information and
communications infrastructures). By studying actual large-
scale failures, it is clear that the two sectors often initiate
serious cascading effects in interdependent critical infra-
structures (e.g., the famous California blackouts of 2000 and
2001, and the Northeast Blackout of 2003). Nevertheless,
focusing on some sectors and on potential initiators may
not be suitable in every case. Therefore, the impact of each
dependency should be considered along with the position of
each critical infrastructure within the network of interdepen-
dent critical infrastructures.

The systematic identification of the most important nodes
and the prioritization of nodes for applying security controls
can be complex tasks. The need for a high-level and efficient
risk mitigation technique that considers multiple character-
istics of interdependent critical infrastructures is clear [3]. An
optimal risk mitigation methodology would help identify the
smallest subset of critical infrastructures that yields the
highest overall risk reduction in a risk graph, although the
candidate nodes may not initiate critical paths or may not
even belong to the most critical paths.

This paper explores the use of graph centrality metrics in
dependency risk graphs in order to prioritize critical infra-
structures when applying risk mitigation controls. Alternative
risk mitigation strategies are implemented algorithmically
and subsequently evaluated empirically using simulations.
The ultimate goal is to identify the minimum subset of
critical infrastructure nodes in a dependency risk graph
whose risk treatment (application of security controls) would
result in the maximum risk reduction in the entire graph of
interdependent critical infrastructures. The approach incor-
porates three key extensions: (i) data mining techniques to
identify correlations between centrality metrics and high
impact critical infrastructure nodes in a dependency risk
graph; (ii) optimum centrality metrics to develop and test
various risk mitigation strategies that maximize risk reduc-
tion; and (iii) analysis of nodes with high numbers of inbound

(sinkholes) and outbound connections and the comparison of
their risk reduction results.

Experiments were conducted on hundreds of random
graphs with randomly selected dependencies in order to
validate the proposed mitigation strategies. The random
graphs were created to satisfy the constraints encountered
in real-world interconnected critical infrastructures. The
experimental results demonstrate the efficiency of the pro-
posed risk mitigation strategies. The mitigation strategies can
be used proactively to analyze interconnections in large-scale
interdependent infrastructures and pinpoint underestimated
or ignored infrastructures that are, in fact, critical to reducing
the overall risk.

2. Building blocks

The proposed methodology has three building blocks:
(i) dependency risk graphs and a multi-risk dependency
analysis methodology for modeling cascading failures; (ii)
graph centrality metric based analysis of dependency risk
graphs; and (iii) feature selection techniques that help eval-
uate the effects of centrality metrics on risk mitigation. This
section briefly describes the three building blocks.

2.1. Multi-risk dependency analysis methodology

A dependency is defined as “the one-directional reliance of
an asset, system, network or collection thereof – within or
across sectors – on an input, interaction or other requirement
from other sources in order to function properly” [17]. The
methodology described in this paper extends the dependency
risk methodology of Kotzanikolaou et al. [7,8], which was
developed to analyze multi-order cascading failures.

2.1.1. First-order dependency risk
Kotzanikolaou et al. [7,8] initially consider first-order depen-
dencies between critical infrastructures and go on to model
nth-order dependencies. Each dependency from a node CIi to a
node CIj is assigned an impact value Ii;j and likelihood value
Li;j of a disruption. Note that the impact and likelihood values
are assumed to be obtained from organization-level risk
assessments performed by critical infrastructure operators.
The product of Ii;j and Li;j is the dependency risk Ri;j of
infrastructure CIj due to its dependency on CIi. Dependencies
are visualized in a graph G¼ ðN;EÞ where N is the set of nodes
(or infrastructures or components) and E is the set of edges
(or dependencies). The graph is directional and a destination
critical infrastructure receives a risk from a source critical
infrastructure as a result of its dependence on the source
infrastructure.

2.1.2. Extension to nth-order dependency risk
Let CI¼ ðCI1;…;CImÞ be the set of all the considered critical
infrastructures. An algorithm proposed by Kotzanikolaou
et al. [7,8] examines each critical infrastructure as a potential
root node of a cascading effect. Let CIY0 denote a critical
infrastructure that is the root of a dependency chain and
CIY0-CIY1-…-CIYn denote the corresponding chain of
length n. Then, the algorithm computes the cumulative
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