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HIGHLIGHTS

Classical probability theory is adequate for describing all empirical phenomena.
Random variables however should be identified (labeled) contextually.
Examples used are Bell inequalities, order effects, and additivity of probabilities.
Question-order effect is described by a noncontextual cyclic system of rank 2.
Double-slit experiment is described by a noncontextual cyclic system of rank 4.
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One can often encounter claims that classical (Kolmogorovian) probability theory cannot handle, or even
is contradicted by, certain empirical findings or substantive theories. This note joins several previous
attempts to explain that these claims are unjustified, illustrating this on the issues of (non)existence
of joint distributions, probabilities of ordered events, and additivity of probabilities. The specific focus
of this note is on showing that the mistakes underlying these claims can be precluded by labeling all
random variables involved contextually. Moreover, contextual labeling also enables a valuable additional
way of analyzing probabilistic aspects of empirical situations: determining whether the random variables
involved form a contextual system, in the sense generalized from quantum mechanics. Thus, to the
extent the Wang-Busemeyer QQ equality for the question order effect holds, the system describing
them is noncontextual. The double-slit experiment and its behavioral analogues also turn out to form a
noncontextual system, having the same probabilistic format (cyclic system of rank 4) as the one describing

spins of two entangled electrons.

© 2018 Elsevier Inc. All rights reserved.

In the literature on foundations of quantum physics (Accardi,
1982; Feynman, 1951; Feynman, Leighton, & Sands, 1975; Khren-
nikov, 2009b) and, more recently, psychology (Aerts, 2009, 2014;
Broekaert, Basieva, Blasiak, & Pothos, 2017; Busemeyer & Bruza,
2012; Moreira & Wichert, 2016; Pothos & Busemeyer, 2013), one
can encounter statements that classical (Kolmogorovian) proba-
bility theory does not have adequate conceptual means to handle
(sometimes, even, is contradicted by) this or that empirical fact.

Three of the most widespread assertions of this kind are as
follows:

Statement 1: Classical probability requires that certain (e.g.,
Bell-type) inequalities hold for certain systems of random vari-
ables, but we know from quantum mechanics and from behav-
ioral experiments that they may be violated.
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Statement 2: In classical probability, the joint occurrence of two
events is commutative, but we know from quantum mechanics
and from behavioral experiments that the order of two events
generally matters for their joint probability.

Statement 3: Classical probability is additive (equivalently,
obeys the law of total probability), but we know from quantum
mechanics and from behavioral experiments that this additivity
(the law of total probability) can be violated.

This note has three objectives: (1) to show that the three
statements above are based on misidentification of the random
variables involved, due to ignoring their inherently contextual
labeling; (2) to show that contextual labeling is a principled way
to “automatically” ensure correct applicability of classical prob-
ability theory to an empirical situation; and (3) to demonstrate
how the use of contextual labeling enables so-called contextuality
analysis of systems of random variables, a relatively new form of
probabilistic analysis of considerable interest in empirical appli-
cations. Contextual labeling of random variables is the departing
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principle of Khrennikov’s Vixjé Model (Khrennikov, 2009a) and of
the Contextuality-by-Default theory (Dzhafarov, 2017; Dzhafarov,
Cervantes, & Kujala, 2017; Dzhafarov & Kujala, 2014a, 2015, 20164,
2017a, b; Dzhafarov, Kujala, & Cervantes, 2016).

Let us preamble this discussion by stating our view of classical
probability theory (CPT), one that we are not prepared to defend
in complete generality, confining ourselves instead to merely il-
lustrating it on the three statements above. This view is that CPT,
on a par with classical logic and set theory, is a universal abstract
mathematical theory. As an abstract mathematical theory, it does
not make empirically testable predictions, because of which it
cannot be contradicted by any empirical observation. As a universal
theory, for any empirical situation, it has conceptual means to ad-
equately describe anything that can be qualified as this situation’s
probabilistic features (in the frequentist sense). Moreover, as a
conceptual tool, in the same way as classical logic and set theory,
it is indispensable and irreplaceable in dealing with probabilistic
problems: at the end, the results of any non-classical probabilistic
analysis have to be formulated in terms of classical (frequentist)
probabilities, distributions, and random variables. However, when
applied to an empirical situation, CPT can (even must) be comple-
mented by special-purpose computations identifying some of the
random variables, distributions, and probabilities in this particular
situation. To give a very simple example, CPT provides methods for
deriving probabilities of events defined on the outcomes of rolling
a die from a distribution of these outcomes, but it cannot predict
this distribution. A special theory is needed to know, e.g., that if a
die is manufactured in a particular way, then the distribution of its
outcomes is uniform. We view quantum probability as such a
special-purpose theory complementing classical probability. This
mathematical formalism is indispensable in quantum mechan-
ics and has significant achievements to its credit in psychology
(e.g., Wang & Busemeyer, 2013). It can be formalized and pre-
sented as an abstract calculus alternative to or even generalizing
the calculus of CPT, in the same way one can formalize a paracon-
sistent logic as a generalization of classical logic. However, just as
one cannot replace classical logic with paraconsistent logic in ana-
lyzing anything, including the very paraconsistent logic itself, one
cannot dispense with classical probability when discussing and
analyzing quantum probability computations and relating them to
data.

This view is not entirely new. Ballentine (1986) defended a
similar position in essentially the same way we are doing here. The
difference is in that instead of using random variables, Ballentine
confined himself to a more limited language of events, and he
used conditionalization in place of the more general contextual-
ization (Dzhafarov & Kujala, 2014b; we discuss conditionalization
in Section 3). Khrennikov (2009a), in describing his Vdxjo con-
textual model uses Ballentine’s conditional-probability notation,
but emphasizes that these are not conditional probabilities of CPT.
Rather he calls them “contextual probabilities,” and explains that
“contextual probability [. . .] is not probability that an event, say B,
occurs under the condition that another event, say C, has occurred.
The contextual probability is probability to get the result a = «
under the complex of physical conditions C” (Khrennikov, 2009a,
p. 50). This seems to be the same as the contextual labeling used
in the Contextuality-by-Default theory. A very clear presentation
of a position that is close to ours can be found in the arguments
presented in an internet discussion by Maudlin (2013).

The purpose of this paper is to achieve conceptual clarity in
understanding CPT, not to criticize specific authors or papers. The
latter is an ungrateful task, as most authors’ positions are not
entirely consistent, are subject to (re)interpretations, and evolve
over time. We cite specific papers and occasionally provide quotes
only to demonstrate that a reasonable reader may interpret the
positions they entail in the spirit of the Statements 1-3 above.

Thus, Richard Feynman is often cited as arguing that classical
probability is not compatible with quantum mechanics (Accardi,
1982; Costantini, 1993; Khrennikov, 2009b). This interpretation is
supported by Feynman’s speaking of “the discovery that in nature
the laws of combining probabilities were not those of the classical
probability theory of Laplace” (Feynman, 1951, p. 533). However,
one can also find statements in Feynman’s writings that make his
point of view less than unequivocal. Thus, we read in the same
paper and on the same page that “the concept of probability is
not altered in quantum mechanics. When I say the probability of a
certain outcome of an experiment is p [. . .] no departure from the
concept used in classical statistics is required. What is changed, and
changed radically, is the method of calculating probabilities” (ibid).
This quote is consistent with treating quantum formalisms as
special-purpose computations embedded in CPT. We will return to
Feynman when discussing the double-slit experiment in Section 3.

1. On Statement 1

“Classical probability requires that certain (e.g., Bell-type) in-
equalities hold for certain sets of random variables, but we
know from quantum mechanics and from behavioral experi-
ments that they may be violated.”

This view is commonly held in both physics and psychology (Aerts,
2009; Aerts & Sozzo, 2011; Bruza, Kitto, Nelson, & McEvoy, 2009;
Busemeyer & Bruza, 2012; Filipp & Svozil, 2005; Khrennikov,
2009b; Yearsley & Pothos, 2014). In particular, among those ap-
plying quantum probability to behavior and also treating quantum
probability theory as an alternative to CPT, there are claims that
Bell-type inequalities are violated in experiments involving com-
binations of concepts (Aerts & Sozzo, 2011; Busemeyer & Bruza,
2012) and memory (Bruza, Kitto, Nelson, & McEvoy, 2009).

We will not recapitulate all the arguments related to this is-
sue, as they have been presented in many previous publications
(Dzhafarov, Cervantes, & Kujala, 2017; Dzhafarov & Kujala, 2014a,
b, 2016a, 2017a, b; Dzhafarov, Kujala, & Larsson, 2015). We will
use just one familiar example. Let Ry, R;, R3, R4 denote a set of
binary (4+1/—1) random variables with known distributions of
(R1, R2), (R2, R3), (R3, Ry),and (R4, R1). The necessary and sufficient
condition for the existence of such a quadruple of random variables
is given by the CHSH/Fine inequality (Bell, 1964; Clauser, Horne,
Shimony, & Holt, 1969; Fine, 1982):

4
max > (RiRig1) — 2 (RiRje1)| < 2. (1)

where @1 is cyclic shift 1 - 2 - 3 - 4 — 1,and () is
expectation. One can easily construct examples of distributions
of (R, Rig1) for which this inequality is violated, indicating that
such Ry, Ry, R3, R4 do not exist (essentially by the same logic as in
determining that there are no four numbers a, b, ¢, d with a = b,
b=c,c=dandd=a+1).

The problem arises when we are being told that the existence
of such Ry, Ry, R3, R4 is predicted by quantum theory and corrob-
orated by experiment. If we believe this, violations of (1) should
indeed mean that CPT is inadequate, if not internally contradictory.
We should not, however, believe this. Ry, Ry, R3, R4 in (1) are ran-
dom variables in the CPT sense; they are not within the language of
quantum theory. To decide what classical random variables should
describe outcomes of what quantum measurements, one needs
to go outside quantum theory. The general rule is that a random
variable is identified by what is being measured and how it is being
measured. The latter includes all conditions under which the mea-
surement is made, in particular, all other measurements performed
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