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Abstract

We examine the complexity of inference in Bayesian networks specified by logical
languages. We consider representations that range from fragments of proposi-
tional logic to function-free first-order logic with equality; in doing so we cover
a variety of plate models and of probabilistic relational models. We study the
complexity of inferences when network, query and domain are the input (the
inferential and the combined complexity), when the network is fixed and query
and domain are the input (the query/data complexity), and when the network
and query are fixed and the domain is the input (the domain complexity). We
draw connections with probabilistic databases and liftability results, and obtain
complexity classes that range from polynomial to exponential levels; we identify
new languages with tractable inference, and we relate our results to languages
based on plates and probabilistic relational models.
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1. Introduction

A Bayesian network can represent any distribution over a given set of random
variables [33, 69], and this flexibility has been used to great effect in a variety
of applications [107]. Many of these applications contain repetitive patterns
of entities and relationships. Thus it is not surprising that practical concerns
have led to modeling languages where Bayesian networks are specified using
relations, logical variables, and quantifiers [46, 109]. Some of these languages
enlarge Bayesian networks with plates [47, 83], while others resort to elements
of database schema [44, 58]; some others mix probabilities with logic program-
ming [104, 116] and even with functional programming [85, 89, 100]. The spec-
trum of tools that specify Bayesian networks by moving beyond propositional
sentences is vast, and their applications are remarkable.

Yet most of the existing analysis on the complexity of inference with Bayesian
networks focuses on a simplified setting where nodes of a network are associated
with categorial variables and distributions are specified by flat tables containing
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