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Abstract

For decomposable score-based structure learning of Bayesian networks, existing approaches first
compute a collection of candidate parent sets for each variable and then optimize over this collec-
tion by choosing one parent set for each variable without creating directed cycles while maximizing
the total score. We target the task of constructing the collection of candidate parent sets when
the score of choice is the Bayesian Information Criterion (BIC). We provide new non-trivial results
that can be used to prune the search space of candidate parent sets of each node. We analyze
how these new results relate to previous ideas in the literature both theoretically and empirically.
We show in experiments with UCI data sets that gains can be significant. Since the new pruning
rules are easy to implement and have low computational costs, they can be promptly integrated
into all state-of-the-art methods for structure learning of Bayesian networks.
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1. Introduction

A Bayesian network [1] is a well-known probabilistic graphical model with applications in
a variety of fields. It is composed of (i) an acyclic directed graph (DAG) where each node is
associated to a random variable and arcs represent dependencies between the variables entailing
the Markov condition: every variable is conditionally independent of its non-descendant variables
given its parents; and (ii) a set of conditional probability mass functions defined for each variable
given its parents in the graph. Their graphical nature makes Bayesian networks excellent models
for representing the complex probabilistic relationships existing in many real problems ranging
from bioinformatics to law, from image processing to economic risk analysis.

Learning the structure (that is, the graph) of a Bayesian network from complete data is an
NP-hard task [2]. We are interested in score-based learning, namely finding the structure which
maximizes a score that depends on the data [3]. A typical first step of methods for this purpose
is to build a list of suitable candidate parent sets for each one of the n variables of the domain.
Later an optimization is run to find one element from each such list in a way that maximizes the
total score and does not create directed cycles. This work concerns pruning ideas in order to build
those lists. The problem is unlikely to admit a polynomial-time (in n) algorithm, since it is proven
to be LOGSNP-hard [4]. Because of that, usually one forces a maximum in-degree (number of
parents per node) k and then simply computes the score of all parent sets that contain up to k
parents. A worth-mention exception is the greedy search of the K2 algorithm [5].

A high in-degree implies a large search space for the optimization and thus increases the
possibility of finding better structures. On the other hand, it requires higher computational time,
since there are Θ(nk) candidate parent sets for a bound of k if an exhaustive search is performed.
Our contribution is to provide new rules for pruning sub-optimal parent sets when dealing with the
Bayesian Information Criterion score [6], one of the most used score functions in the literature. We
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