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a  b  s  t  r  a  c  t

Word  sense  disambiguation  is a  key  step  for many  natural  language  processing  tasks  (e.g. summarization,
text  classification,  relation  extraction)  and  presents  a challenge  to any  system  that  aims  to process  docu-
ments  from  the  biomedical  domain.  In  this  paper, we  present  a new  graph-based  unsupervised  technique
to address  this  problem.  The  knowledge  base  used  in  this  work  is  a graph  built  with  co-occurrence  infor-
mation  from  medical  concepts  found  in  scientific  abstracts,  and  hence  adapted  to  the  specific  domain.
Unlike  other  unsupervised  approaches  based  on  static  graphs  such  as UMLS,  in  this  work  the  knowledge
base  takes  the  context  of  the  ambiguous  terms  into  account.  Abstracts  downloaded  from  PubMed  are  used
for  building  the  graph  and  disambiguation  is performed  using  the  personalized  PageRank  algorithm.  Eval-
uation  is  carried  out over  two  test  datasets  widely  explored  in the  literature.  Different  parameters  of  the
system  are  also  evaluated  to  test  robustness  and  scalability.  Results  show  that  the  system  is  able  to out-
perform  state-of-the-art  knowledge-based  systems,  obtaining  more  than  10%  of  accuracy  improvement
in  some  cases,  while  only  requiring  minimal  external  resources.

©  2018  Elsevier  B.V.  All  rights  reserved.

1. Introduction

The vast amount of unstructured textual information available
in the biomedical sciences has created the need for automatic sys-
tems to access, retrieve and process these documents [1]. However,
this is made more difficult by the range of lexical ambiguities they
contain, including different meanings of general terms or the dif-
ferent extended forms of acronyms and abbreviations. For example,
the word “surgery” may  refer to the branch of medicine that applies
operative procedures to treat diseases, or to one of those operative
procedures. Also, the acronym “BSA” could refer to multiple expan-
sions such as “Bovine Serum Albuminum” and “Body Surface Area”.
There exist many different types of lexical ambiguity in biomedical
documents, which represents an additional challenge when per-
forming WSD  in this domain [2]: words and phrases with more than
one possible meaning, abbreviations with more than one possible
expansion, or names of genes which may  also contain ambiguity
when standard naming conventions are not followed (the names

∗ Corresponding author.
E-mail addresses: aduque@lsi.uned.es (A. Duque),

mark.stevenson@sheffield.ac.uk (M.  Stevenson), juaner@lsi.uned.es
(J. Martinez-Romo), lurdes@lsi.uned.es (L. Araujo).

of more than one thousand gene terms are standard English words
[3]).

In this work, we present an unsupervised technique for
addressing the Word Sense Disambiguation (WSD) problem in
the biomedical domain. This technique, based on the mathe-
matical background developed in [4], relies on the creation of a
co-occurrence graph from a set of documents. This graph repre-
sents relations between pairs of words or concepts that appear
frequently in the same document. The contributions of this paper
are to introduce a novel graph-based approach for WSD  in the
biomedical domain and, by evaluating it using datasets containing
a range of ambiguities, demonstrate that it outperforms alternative
approaches that do not make use of external knowledge sources.

The rest of the paper is organised as follows. Section 2 provides
background on different approaches to biomedical WSD  found in
the literature. Section 3 describes the proposed system, detailing
the different steps involved in the disambiguation process. Eval-
uation is carried out using two  datasets (see Section 4) with the
results described in Section 5. Finally, conclusions and future work
are found in Section 6.
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2. Previous work

Regardless of whether we refer to general or specific domains,
such as the biomedical one, it is commonly accepted in the lit-
erature [5,6,1] that most WSD  algorithms fall into one of the
following categories: techniques that need labelled training data,
and knowledge-based techniques. The first category, also called
supervised techniques, usually applies machine learning (ML) algo-
rithms to labelled data to develop a model, based on features
extracted from the context of the ambiguous words. The devel-
opment of these features requires a comprehensive understanding
of the problem being addressed [7]. We  can find many different
studies which address general WSD  under this supervised point
of view, through the use of classical machine learning algorithms
[8], and in the last few years also adapting new techniques such as
word embeddings [9]. When it comes to the biomedical domain,
many works also belong to this category, making use of different
ML approaches to address the problem [10–13], although the bot-
tleneck caused by the scarcity of labelled resources remains a major
problem. Other semi-supervised works attempt to relieve this issue
by introducing “pseudo-data” to the training examples [14,15].

Knowledge-based methods use external resources as sources of
information for performing WSD. As it happens with supervised
methods, general WSD  have been also addressed under this point
of view. In particular, graph-based techniques using WordNet [16]
as main knowledge base have been proved to present successful
results in this kind of tasks [17,18]. The dominant knowledge source
in the biomedical domain is the Unified Medical Language Sys-
tem (UMLS) Metathesaurus [19], which assigns a Concept Unique
Identifier (CUI) to each medical concept. These concepts are then
linked to other CUIs depending on the different relations between
them [20]. Some methods directly convert this database into a
graph [21], and use this graph for performing the disambiguation.
Other works directly use information from the UMLS database for
extracting additional information: In [22] second-order vectors are
created by extracting textual information about each of the possible
senses of an ambiguous term from UMLS. The method introduced
in [23] makes use of information from the UMLS database through
a statistical analysis. In this work, the knowledge base is used for
calculating the probability P(wj|ci), of finding a word wj in any of
the lexical forms related to a concept ci, or to concepts linked to it
in the database. Once that these probabilities have been found, the
most suitable CUI related to an ambiguous term found in a context
(typically, the abstract of a biomedical paper, as we will observe
in the definition of the test datasets) can be determined. For per-
forming this disambiguation, the authors apply a method similar
to Naïve Bayes which makes use of the words in the contexts, and
those word-concept probabilities previously calculated, for ranking
the candidate CUIs for the ambiguous terms. Although this work
presents some similarities to our system (for example, the statisti-
cal treatment of co-occurrences), the source of knowledge used for
disambiguation is directly the UMLS database, while in our case,
we built our own knowledge base in an unsupervised way  from a
corpus of biomedical documents.

Hence, and as we will explain later in more detail, the structured
knowledge source that we use in the disambiguation phase of our
method (the co-occurrence graph) is built automatically, exploit-
ing the UMLS database to convert text from the original document
set to medical concepts. However, this step can be seen as inde-
pendent from the disambiguation process itself. We  do not make
use of any other external structured source of information in subse-
quent steps since the graph in which the disambiguation algorithm
relies is directly built from those documents containing medical
concepts. We  will compare the results obtained by our system

with other state-of-the-art knowledge-based systems addressing
the same problem.

3. System description

The co-occurrence graph used by the approach presented here is
based on the hypothesis that documents are consistent, i.e., there
is a strong tendency for the concepts found in a document to be
related. Since this may  not be true for all the concepts in the doc-
ument, statistical analysis is applied to identify those concepts in
documents that do not fulfill this hypothesis. In this analysis, only
those pairs of concepts frequently co-occurring in the same doc-
uments are linked in the graph. This technique for building the
co-occurrence graph has been previously used for general WSD
tasks, such as Cross-Lingual WSD  [24], with successful results,
which suggests that a similar approach could also lead to compet-
itive results in domain-specific WSD. The proposed technique can
also be used for analysing the implications of including new poten-
tially useful aspects to the WSD  task in the biomedical domain,
such as multilinguality [25]. In that work, information from multi-
lingual corpora is added to the co-occurrence graphs used in the
disambiguation process, for testing whether the use of smaller
multilingual corpora is able to achieve similar results than those
obtained through the use of big monolingual corpora.

Fig. 1 illustrates the complete system, which we have named
“Bio-Graph”: In part (a), we can observe the creation of the knowl-
edge base, which requires a preliminary annotation step. In this
step, the text of each of the documents in the original set is trans-
formed into medical concepts (UMLS CUIs). This new document set
is then used for building the co-occurrence graph, through the sta-
tistical analysis that will be detailed later on. Part (b) of the figure
represents the disambiguation of a test instance. In this process, the
ambiguous target term (represented by X in the figure) is located
in the text, and its possible senses (X1, X2, . . .,  Xn) are extracted
from a dictionary. Then, the text of the test instance is mapped onto
CUIs. With this information (CUIs from context and possible senses)
we can feed the co-occurrence graph and apply a disambiguation
algorithm that will select, among those possible solutions, the most
suitable sense of the ambiguous term in that context.

In this section, the annotation phase, as well as all the steps
involved in the disambiguation, are detailed.

3.1. Annotation

The first step in the creation of the co-occurrence graph is
to annotate the biomedical concepts that appear in the docu-
ments. These concepts will eventually become the nodes of the
co-occurrence graph which forms the knowledge base used by our
system. The annotation step consists in transforming the plain text
that can be found in the medical documents, into CUIs that repre-
sent equivalent medical concepts. This step could be carried out by
manual annotation, although in our case we  perform it automati-
cally, through the Metamap program [26], which allows us to split
the text inside a document into phrases, and map each of those
phrases onto a set of UMLS CUIs. This program offers the possibility
of using a disambiguation server which helps the user to select a
candidate for each phrase in the text. We  make use of this server
when annotating the documents that will be used for building the
document graphs. Only unsupervised methods have been selected
in the configuration of the disambiguation server, among those
provided by the Metamap program, in order to maintain the unsu-
pervised nature of the system throughout all the process, while
avoiding introducing too much noise to the co-occurrence graph.
A baseline containing the results obtained by the disambiguation
server considered in our experiments will be reported in subse-
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