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Pathfinding; The hippocampus has long been thought to be critical in learning and representing the cognitive

el map, and thus support functions such as search, pathfinding and route planning. This work aims
to demonstrate the utility of hippocampus-based neural networks in modeling human search
task behavior. Human solutions to pathfinding problems are generally fast but approximate,
in contrast to traditional Al approaches. In this paper, we report data on a human search task,
and then examine a set of models, based upon the structure of the hippocampus, which use a
goal scent mechanism similar to the optimal pathfinding algorithms used in artificial intelli-
gence systems. We compare five distinct search models, and conclude that a goal scent model
driven by multiple goals spread throughout the search space provides the best and most accu-
rate account of the human data. This research suggests a convergence in traditional Al and bio-
logically-inspired approaches to pathfinding that may be mutually beneficial.
© 2013 Published by Elsevier B.V.
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O’Reilly, 1995; see Norman, Detre, & Polyn, 2008, for a

. . : : hensive review). Importantly, Samsonovich and
The hippocampus is known to play an important functional compre . ’ .
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role in representing problems in computational optimization
and Artificial Intelligence (Al), regardless of whether the
problem is spatial.

Our goal in this paper is to examine how a spatial map in-
spired by the neural architecture of the hippocampus, as an
alternative to classic Al approaches, can support and imple-
ment pathfinding algorithms. We will examine a set of neu-
rocomputational models that use basic network activation
dynamics to plan and execute a search task. The simulated
paths will be compared to human-generated paths with re-
spect to search effectiveness and efficiency, and we will
examine the extent to which humans search with similar
dynamics.

1.1. Pathfinding as optimization in artificial
intelligence

The term pathfinding is commonly used in computer science
and Al to describe a means for determining shortest, cheap-
est, or fastest routes between nodes in a network or space.
For this task, a number of network flow algorithms have
been proposed (cf. Ahuja, Magnanti, & Orlin, 1993) that
use optimization, dynamic programming, and related meth-
ods to solve routing problems and compute network dynam-
ics. For both humans and computers, pathfinding is a classic
planning problem, as it typically involves some sort of sim-
ulation or analysis of the environment (e.g., a network) to
determine a plan or a path prior to moving through the
environment.

Dijkstra’s (1959) algorithm provides the classical optimal
solution to the shortest-path problem, in which one wants
to find the shortest (or cheapest) way to get from one point
to another within a network. Dijkstra’s algorithm is rela-
tively inefficient when computed serially, although it is
guaranteed to find the shortest path, which in its worst case
might require exhaustive search of the problem space. Most
alternatives involve using heuristics that can help point the
pathfinder in the right direction, with the A" algorithm
(Hart, Nilsson, & Raphael, 1968) being the most famous
and widely used, especially for game-related pathfinding
and Al. The strength of A" is that it finds the optimal solu-
tion, but tends to do so, on average, in fewer steps than
other algorithms. Consequently, although it uses heuristics
to guide search, it still finds the optimal solution and does
not need to resort to satisficing. Improvements to A" that
consider both the search time and execution time, allowing
better real-time performance and acceptable performance
in unknown environments, remain an active are of research
(e.g., Time-limited A", Korf, 1990; Time-bounded A",
Bjornsson, Bulitko, & Sturtevant, 2009; Real-time D*; Bond,
Widger, Ruml, & Xiaoxun, 2010).

In contrast to the optimal-heuristic pathfinding provided
by A", human pathfinding often finds close-to-optimal solu-
tions, and can do so with relatively little effort. For exam-
ple, Pizlo and colleagues (e.g., Pizlo, Stefanov,
Saalweachter, Li, & Haxhimusa, 2006) have found that hu-
man solutions to the spatial traveling salesman problem
(where an efficient path to multiple locations must be
planned) are typically close to optimal (often only 5—10%
longer), but unlike the optimal algorithms, the time re-

quired scales linearly with the number of nodes in the path.
Because the traveling salesman problem is NP-complete, no
known polynomial-time algorithm exists to solve it, and the
worst-case solution times are exponentially related to the
number of nodes. Thus, in general, human pathfinding is
not optimal, but can be very efficient (O(N) rather than
O(NP) or O(p")) at identifying near-optimal solutions.

1.2. Neurocomputational models of the
hippocampus

Neuroscience research on the hippocampus, including re-
lated afferent structures, has often focused on its role be-
yond pathfinding, extending to its role in episodic memory
formation (Norman et al., 2008; O’Reilly & Rudy, 2001) se-
quence prediction (Levy, 1996) and short-term memory
(Jensen & Lisman, 1996). Furthermore, much research has
addressed lower-level functions that support spatial reason-
ing such as the existence of place cells (O’Keefe & Nadel,
1978); grid cells (Burgess & O’Keefe, 2011; Hafting, Fyhn,
Molden, Moser, & Moser, 2005); mechanisms of path
integration (McNaughton et al., 1996), and the role of theta
phase precession (Burgess & O’Keefe, 2011). Neurocompu-
tational models of the functional role of the hippocampus
in spatial reasoning have often focused on the cornu
ammonis (CA; Levy, 1989; Levy, Colbert, & Desmond,
1990). By understanding the layered structure, the intercon-
nections, and the learning mechanisms, models of CA have
proven capable of a number of cognitive functions (e.g.,
Jensen & Lisman, 1996; Levy, 1996) with Levy’s model nota-
bly describing a biologically plausible system for sequence
prediction, a task used in both navigation and problem
solving.

Though these models were initially explored using com-
putation alone, other researchers have since used models
of the architecture of CA to simulate animal and human
behavior (Burgess, 2002; Gaffan, 1998; Trullier & Meyer,
2000), and to drive robot navigation (Arleo & Gerstner,
1999; Reece & Harris, 1996). Subsequent to early work by
Levy and colleagues (1989, 1990), models are often
equipped with functional modules intended to increase both
their complexity and validity. For example, the model pre-
sented in Levy (1996) allowed CA3 to recall activation se-
quences but lacked a path integration system,
hypothetically present in the hippocampus, and central to
the function of other models (e.g., McNaughton et al.,
1996). Despite the growing cognitive capabilities of neural
models of the hippocampus, functional assessments remain
relatively constrained to rat data or simple laboratory tasks,
with relatively few extending to more complex behavior
(e.g., Ascoli & Samsonovich, 2013; Newman et al., 2007;
Samsonovich & Ascoli, 2005). Our goal is to examine the
functional properties of such networks to understand how
they may support more complex realistic search performed
by humans. Consequently, we will first examine a data set
involving complex human search, which may prove useful
for guiding neurocomputational models of pathfinding. We
believe that the constraints provided by a naturalistic
search task will help demonstrate where models are either
sufficient or underspecified.
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