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Abstract

Human-extended machine cognition is a specific form of artificial intelligence in which the casually-active physical vehicles of
machine-based cognitive states and processes include one or more human agents. Human-extended machine cognition is thus a specific
form of extended cognition that sees human agents as constituent parts of the physical fabric that realizes machine-based cognitive capa-
bilities. This idea is important, not just because of its impact on current philosophical debates about the extended character of human
cognition, but also because it helps to focus scientific attention on the potential role of the human social environment in realizing novel
forms of artificial intelligence. The present paper provides an overview of human-extended machine cognition and situates the concept
within the broader theoretical framework of active externalism. The paper additionally shows how the concept of human-extended
machine cognition can be applied to existing forms of human–machine interaction, especially those that occur in the context of the con-
temporary Internet and Web.
� 2017 Elsevier B.V. All rights reserved.
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1. Introduction

In the attempt to understand the mechanisms of human
intelligence, the human brain is a structure of central signif-
icance. In fact, given the way in which cognitive phenom-
ena are seen to emerge from the whirrings and grindings
of the neurological machinery, it might be assumed that
all that matters to human intelligence (from the standpoint
of mechanistic realization, at least) is to be found solely
within the neural realm—that the point source of intelli-
gent thought and action is located inside the heads of
human agents. This view, which I will dub the neurocentric
view, sees the biological brain as the sole realization base
for the human mind. According to the neurocentric view,
human mental states and processes are the direct product

of what the brain does. The human brain, in other words,
is that part of the material world that realizes all humanly-
relevant cognitive phenomena.1

An alternative vision of the mechanistic underpinnings
of human intelligence comes in the form of a philosophical
position known as active externalism (Clark, 2008; Clark &
Chalmers, 1998). In contrast to the neurocentric view,
advocates of active externalism propose that the machinery
of the human mind is not restricted to the inner sanctum of
the neural realm. Instead, they claim that the causally-
active physical vehicles of the mind can, on occasion,
extend beyond the traditional biological borders of skin
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1 Harnad and Dror (2006) thus embrace the neurocentric view when
they suggest that ‘‘cognition takes place entirely within the brains of
cognizers. . .cognition begins and ends at the cognizer’s sensor and effector
surfaces” (p. 9).
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and skull to include a range of non-neural (and even non-
biological) elements. Active externalism thus provides us
with an extended view of human cognition—a view in
which the physical machinery of the mind is occasionally
able to escape its cranial confines and extend out into the
world.

Active externalism is a philosophical position of con-
siderable interest and importance to cognitive science. In
our quest to understand the material bases of intelligent
thought and action, it is obviously important that we
focus our attention on those parts of the physical world
that are most likely to contain the mechanisms that are
responsible for phenomena of interest (Craver &
Tabery, 2016). If our attention is focused on only one
part of what is, in effect, a larger mechanistically-
relevant matrix, then we face the risk that an important
array of explanatorily-relevant forces and factors will
end up falling beyond our field of view. The result is that
a commitment to active externalism implies a shift in sci-
entific focus. For inasmuch as we accept the basic tenets
of the active externalist position, then it seems that our
attempt to understand human intelligence will need to
focus on more than just the biological brain. This looks
to be particularly important if it is the porosity of the
human cognitive system—i.e., our capacity to assimilate
extra-organismic resources deep into our cognitive routi-
nes—that lies at the heart of our species’ peculiar and
prodigious form of cognitive success.2

But it is not just our approach to human intelligence
that is affected by claims about the extended character
of human cognition; active externalism is also a philo-
sophical position that is of substantive relevance to the
field of Artificial Intelligence (AI). In one sense, of course,
this is trivially true. If the profile of human cognition is
one that relies on a capacity for cognitive extension
(i.e., a capacity to assimilate extra-organismic elements
into cognitive processing routines), then attention to the
details of that capacity is likely to yield rewards in terms
of the attempt to engineer systems that seek to emulate
(or surpass) human capabilities. There is, however, also
a sense in which active externalism may be relevant to
AI irrespective of whether or not we accept claims about
the extended character of human cognition. It may be the
case, for example, that an extended perspective helps us
see how an array of difficult or intractable computational
problems could be solved by exploiting cognitively-potent
forms of causal commerce between an array of materially-
heterogeneous resources. By combining the distinctive
representational and computational capabilities of
resources drawn from both the biological and the
technological realm it may thus be possible to yield
solutions that reduce (e.g.) the temporal and energetic

costs associated with the performance of certain kinds
of cognitive task (see Jonker, 2008). In this sense, an
extended approach to machine intelligence dovetails with
work that emphasizes the value of situated, embodied
and enactive approaches to the design of AI systems
(Chrisley, 2003; Froese & Ziemke, 2009; Iida, Pfeifer,
Steels, & Kuniyoshi, 2004; Lindblom & Ziemke, 2003).

In the present paper, I attempt to extend the conven-
tional focus of active externalist theorizing by outlining
an extended approach to AI.3 In particular, I claim that
when we look at the environment in which specific
instances of machine intelligence are situated, we some-
times encounter a state-of-affairs in which one or more
human agents serve as part of the physical fabric that real-
izes episodes of machine-based cognizing. This idea is cap-
tured by the thesis of Human-Extended Machine
Cognition (HEMC):

Thesis of Human-Extended Machine Cognition
The casually-active physical vehicles of machine-based cog-
nitive states and processes may, on occasion, include one or
more human agents. Human agents are thus candidate parts
of the (extended) realization base for machine-based cogni-
tive capabilities.

The HEMC concept, it should be clear, reverses the
usual focus of active externalist theorizing. Instead of the
idea that (e.g.) a technological device serves as part of the
material fabric that realizes a specific instance of human
cognizing, the HEMC thesis encourages us to switch our
point of view and look at things from the device’s ‘perspec-
tive’. In this case, the nature of the coupling between the
device and the human user can be seen to provide opportu-
nities for bidirectional forms of cognitive extension. If we
accept the idea that a technological artifact may, on occa-
sion, form part of the supervenience base for human cogni-
tive states and processes, then it is surely possible, at least
in principle, for the human agent to also, on occasion, form
part of the material fabric that realizes the cognitive states
and processes of a technological artifact.

The main aim of the present paper is to introduce the
HEMC concept and situate it within the broader philo-
sophical and cognitive scientific literature. I also attempt
to show how the HEMC concept can be applied to existing
forms of human–machine interaction, especially those that
occur in the context of the contemporary Internet and
Web. Finally, I hope to demonstrate that the HEMC con-
cept enables us to identify a number of important links
between (currently) disparate areas of theoretical and
empirical research.

2 Clark (2003), for example, notes that ‘‘what is special about human
brains, and what best explains the distinctive features of human
intelligence, is precisely their ability to enter into deep and complex
relationships with non-biological, props, and aids” (p. 5).

3 The application of active externalist theorizing to AI systems has been
the focus of previous work. Jonker (2008), for example, provides a useful
overview of some of the potential advantages associated with cognitive
extension in the case of AI systems. The focus of the present paper is on a
specific form of cognitive extension that involves the incorporation of
human agents into machine-based cognitive processing routines. This is
not something that is explicitly addressed by Jonker.
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