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Abstract

In recent years, monotonic ordinal classification has increased the focus of
attention for machine learning community. Real life problems frequently have
monotonicity constraints. Many of the monotonic classifiers require that the
input data sets satisfy the monotonicity relationships between its samples.
To address this, a conventional strategy consists of relabeling the input data
to achieve complete monotonicity. As an alternative, we explore the use of
preprocessing algorithms without modifying the class label of the input data.

In this paper we propose the use of training set selection to choose the
most effective instances which lead the monotonic classifiers to obtain more
accurate and efficient models, fulfilling the monotonic constraints. To show
the benefits of our proposed training set selection algorithm, called MonTSS,
we carry out an experimentation over 30 data sets related to ordinal classi-
fication problems.
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