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Abstract

As an important preprocessing step for data mining, attribute reduction has become a hot research topic in rough
set theory. In practice, many real data may vary dynamically with time, therefore, reduct will change dynamically
under the variation of objects and attributes in decision systems. The classical attribute feduction methods need to
recompute from scratch, which are ineffective to deal with dynamic decision systems. How to implement updating
reducts by utilizing previous results is vital for improving the efficiency of attribute reduction approaches. In the
paper, we firstly introduce incremental mechanisms of computing reduct when objects and attributes of the decision
system change dynamically. Then, incremental methods are developed to update reduct when attributes and objects
increase simultaneously. Finally, a series of experiments are conducted(to validate the proposed incremental attribute
reduction methods. Experimental results show that they are effective to update reduct with change of attributes and
objects in the decision systems.
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1. Introduction

Rough Set Theory (RST) is a useful mathematical method to handle different types of data in decision situa-
tions [6, 27]. The model, techniques, frameworks and methodologies of RST have been widely applied in various
research areas of decision supporting,.Classification analysis, knowledge discovery, image processing and intelligent
information processing during last decades [1} 28, 30, 32, 33, 38].

Attribute reduction for data sets is a vital research issues in RST[2, 8], which is aimed at deleting the irrelevant
or redundant attributes of information systems while keeping its classification ability unchanged. Many attribute re-
duction approaches have been proposed in recent decades [16, 24, 39]. For example, in a generalized fuzzy-rough
set model, Hu et al. deyeloped an effective hybrid attribute reduction method [9]. Qian et al. presented the positive
approximation to enhance efficiency of the classical attribute reduction approaches [29]. Miao et al. proposed an ap-
proach to obtain reduct of the.Consistent and inconsistent data sets [25]. But these attribute reduction methods are only
suitable for stati¢ decision Systems. When many attributes and objects change simultaneously in the decision system,
the above attribute:reduction methods have to recompute the updated decision system from scratch and consume a lot
of running time. Hence, they are ineffective to process dynamic data sets.

Nowadays, many decision systems may change over time, i.e., objects, attributes and their values may vary dy-
namically. How to update reduct is a key issue that can enhance efficiency of data preprocessing. Many incremental
updatingsalgorithms have been successfully applied to massive data processing, the interactive applications, and in
the case when calculating capacity and memory space are limited. In the case of the variation of attributes, Li et al.
designed a dynamic method for updating approximations of rough sets based the characteristic relation in incomplete
data sets [17]. Li et al. defined the dominance matrix and designed a dynamic method to update approximations
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