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a b s t r a c t 

Many result inference methods have been proposed to address the quality-control prob- 

lem in crowdsourcing. However, existing methods are ineffective for context-sensitive tasks 

( CSTs ), e.g., handwriting recognition, translation, speech transcription, where context cor- 

relation within a task cannot be ignored for two reasons. Firstly, it is ineffective to crowd- 

source a whole CST (e.g., recognizing handwritten texts) and use task-level inference meth- 

ods to infer the answer, because it is rather hard to correctly complete a whole compli- 

cated task. Secondly, although a CST is composed of a set of atomic subtasks (e.g., recog- 

nizing a handwritten word), it is unsuitable to split it into multiple subtasks and adopt 

a subtask-level inference algorithm to infer the result, because this will lose the context 

correlation (e.g., phrases) among subtasks and increase the difficulty to complete a task. 

Thus it calls for a new approach to handling CSTs . In this work, we study the result in- 

ference problem for CSTs and propose a context-aware inference algorithm. We design an 

inference algorithm by incorporating the context information. Furthermore, we introduce 

an iterative method to improve the quality. The results of experiments on real-world CSTs 

demonstrated the superiority of our approach compared with the state-of-the-art methods. 

© 2018 Elsevier Inc. All rights reserved. 

1. Introduction 

Crowdsourcing aims at leveraging the wisdom of crowds to deal with the problems that are difficult for computers to 

solve [2] . Its success has been witnessed in numerous applications especially in the area of data management [25] , ranging 

from simple tasks (e.g., image labeling [10,21] and entity resolution [38] ) to complex ones (e.g., text editing [4] and software 

development [19] ). 

As workers may return noisy results, a core issue of crowdsourcing is to guarantee the result quality [25] . A widely- 

adopted method to control the quality is result inference , which first assigns each task to multiple workers, then uses an 

inference algorithm to aggregate the results from the assigned workers. Take image labelling as an example. An image is 

assigned to multiple workers who will provide tags describing the contents of the image. The final result is obtained by 

choosing a subset of tags from all the collected tags through voting [40] or other inference methods [41] . 

In crowdsourcing, there is an important category of tasks that are composed of a set of contextually correlated subtasks, 

e.g., handwriting recognition [7] , translation [47] , route planning [45] , and audio transcription [34] . In this work, we call 

such crowdsourcing tasks context-sensitive tasks (i.e., CSTs ). For instance, Fig. 1 (a) shows an example for handwriting recog- 
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Fig. 1. A CST task; (a) a handwriting recognition task and (b) answers provided by three workers. 

nition , where workers are asked to recognize a handwritten sentence consisting of multiple words. The words in a sentence 

are closely correlated within the same semantic context determined by the corresponding sentence. Thus handwriting recog- 

nition is a typical kind of CSTs . However, as for result inference, existing methods are not effective for context-sensitive tasks 

( CSTs ). On the one hand, CSTs are rather difficult and each worker cannot correctly answer the whole task (e.g., correctly 

recognizing all words in a sentence for the handwriting recognition task). Fig. 1 (b) illustrates the answers given by three 

workers, each of which is a fully or partially recognized sentence. And any worker cannot correctly recognize the sentence. 

Thus for the task-level inference algorithm [18,38,48] , which assigns each complete task to different workers and aggregates 

the answers of each task, it is hard to obtain high-quality answers from individual workers. On the other hand, each task 

has internal context correlation among its subtasks. For example, the words in a sentence are not independent, and they 

are contextually correlated with each other. Obviously the context cannot be ignored in result inference. For example, the 

second answer to words 3–5 is “misspelled several words” while the third answer is “misspelled several works”. Apparently 

the second answer is more reasonable because “misspelled” is more closely correlated with “several words” than “several 

works”. In addition, suppose another worker recognizes words 3–5 as “misspelled several works”. If the context correla- 

tion is ignored, the voting-based inference may consider “misspelled several works” as the final result, which is apparently 

wrong. Thus the subtask-level inference algorithm [4,38,44] , which splits each task into multiple subtasks and aggregates 

the answers of each subtask from workers, is not effective either. Thus, neither of the two approaches is suitable for CSTs 

because they do not utilize the context correlation to jointly consider the recognized answers in result inference. 

There are two main challenges to handle CSTs . First, it is non-trivial to capture the context correlation as a CST usually 

does not contain enough information. This brings a challenge of modeling the context correlation, solving the model with 

sparse information, and inferring high-quality answers. Second, CSTs are relatively more complex than simple tasks, and 

one iteration usually cannot obtain high-quality results. To address these two challenges, we study two problems: Result 

Inference and Iterative Decision . The former aims at inferring the best result from the answers submitted by workers and 

the latter mainly checks whether the inference result can be further improved: if the result is good enough, the iterative 

process will be terminated; otherwise a new iteration will be started. 

In this work we propose a context-aware inference method for improving the quality of CSTs . First, we use the hidden 

Markov model (HMM) [15,33] to depict the context correlation and design context-aware inference algorithms ( Context- 

Inf ). Particularly, we incorporate external knowledge to address the challenges of the lack of context correlation information. 

Then, we propose to support iterative improvement of crowdsourcing with Context-Inf . To summarize, we make the following 

contributions: 

• We identify an important category of crowdsourcing tasks, namely context-sensitive tasks ( CSTs ). To the best of our 

knowledge, this is the first attempt to study context-aware inference. 

• We establish a probabilistic model to describe the crowdsourcing process of CSTs and propose Context-Inf to infer results 

by incorporating HMM into MLE and EM algorithms with external knowledge. 

• For complex CSTs , we devise an iterative decision model based on the POMDP to improve the quality. 

• We have conducted an extensive set of experiments with two types of CSTs : handwriting recognition and audio transcrip- 

tion . Experimental results showed the superiority of our approach. 

The remainder of this paper is organized as follows. We formalize our problem in Section 2 and present an overview 

of our approach in Section 3 . In Section 4 , we respectively describe our probability model and inference algorithms. 

Section 5 gives our iterative decision model with POMDP and corresponding algorithms. Experimental setup and results 

are described in Section 6 . Section 7 discusses related work and we conclude this work in Section 8 . 
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