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Highlights

• Our new approach starts with an empty initial training set.

• Data structure is captured with help of generative, probabilistic mixture models, that are initially trained with

variational Bayesian inference in an unsupervised fashion.

• The underlying data models are adapted (revised) during the active learning process with help of class informa-

tion that becomes available.

• Structure information is considered (1) for the active sample selection by a self-adaptive, multi-criteria selection

strategy and (2) for support vector machine training (finding the support vectors) with help of a datadependent

kernel.

• Bringing all together results in a practical, effective, and efficient approach that combines active learning and

semi-supervised learning for support vector machines.

• Results are shown for 21 publicly available benchmark data sets, including the large MNIST data set.
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