
 

Accepted Manuscript

Semi-supervised trees for multi-target regression
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Abstract

The predictive performance of traditional supervised methods heavily de-
pends on the amount of labeled data. However, obtaining labels is a difficult
process in many real-life tasks, and only a small amount of labeled data is
typically available for model learning. As an answer to this problem, the
concept of semi-supervised learning has emerged. Semi-supervised methods
use unlabeled data in addition to labeled data to improve the performance
of supervised methods.

It is even more difficult to get labeled data for data mining problems
with structured outputs since several labels need to be determined for each
example. Multi-target regression (MTR) is one type of a structured output
prediction problem, where we need to simultaneously predict multiple contin-
uous variables. Despite the apparent need for semi-supervised methods able
to deal with MTR, only a few such methods are available and even those are
difficult to use in practice and/or their advantages over supervised methods
for MTR are not clear.

This paper presents an extension of predictive clustering trees for MTR
and ensembles thereof towards semi-supervised learning. The proposed method
preserves the appealing characteristic of decision trees while enabling the use
of unlabeled examples. In particular, the proposed semi-supervised trees for
MTR are interpretable, easy to understand, fast to learn, and can handle both
numeric and nominal descriptive features. We perform an extensive empirical
evaluation in both an inductive and a transductive semi-supervised setting.
The results show that the proposed method improves the performance of su-
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