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a b s t r a c t

Fuzzy rule-based models have been extensively used in regression problems. Besides high ac-

curacy, one of the most appreciated characteristics of these models is their interpretability,

which is generally measured in terms of complexity. Complexity is affected by the number of

features used for generating the model: the lower the number of features, the lower the com-

plexity. Feature selection can therefore considerably contribute not only to speed up the learn-

ing process, but also to improve the interpretability of the final model. Nevertheless, a very

few methods for selecting features before learning regression models have been proposed

in the literature. In this paper, we focus on these methods, which perform feature selection

as pre-processing step. In particular, we have adapted two state-of-the-art feature selection

algorithms, namely NMIFS and CFS, originally proposed for classification, to deal with regres-

sion. Further, we have proposed FMIFS, a novel forward sequential feature selection approach,

based on the minimal-redundancy-maximal-relevance criterion, which can manage directly

fuzzy partitions. The relevance and the redundancy of a feature are measured in terms of,

respectively, the fuzzy mutual information between the feature and the output variable, and

the average fuzzy mutual information between the feature and the just selected features. The

stopping criterion for the sequential selection is based on the average values of relevance and

redundancy of the just selected features.

We have performed two experiments on twenty regression datasets. In the first experi-

ment, we aimed to show the effectiveness of feature selection in fuzzy rule-based regression

model generation by comparing the mean square errors achieved by the fuzzy rule-based

models generated using all the features, and the features selected by FMIFS, NMIFS and CFS.

In order to avoid possible biases related to the specific algorithm, we adopted the well-known

Wang and Mendel algorithm for generating the fuzzy rule-based models. We present that the

mean square errors obtained by models generated by using the features selected by FMIFS are

on average similar to the values achieved by using all the features and lower than the ones

obtained by employing the subset of features selected by NMIFS and CFS. In the second ex-

periment, we intended to evaluate how feature selection can reduce the convergence time of

the evolutionary fuzzy systems, which are probably the most effective fuzzy techniques for

tackling regression problems. By using a state-of-the-art multi-objective evolutionary fuzzy

system based on rule learning and membership function tuning, we show that the number
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of evaluations can be considerably reduced when pre-processing the dataset by feature selec-

tion.

© 2015 Published by Elsevier Inc.

1. Introduction

A large number of real-world applications require to determine regression models from input–output pairs of observed sam-

ples. In this context, during the last decades, fuzzy rule-based systems and in particular Mamdani-type fuzzy rule-based sys-

tems (MFRBSs) [37] have been largely employed [1,2,6,14,16,30,39,41,47]. Indeed, they are recognized as universal approximators

[13,34] and allow achieving accuracies comparable to other approaches. Furthermore, they have the capability of explaining how

their outputs are generated from the input values. An MFRBS consists of a linguistic rule base (RB), a database (DB) containing

the fuzzy sets associated with the linguistic terms used in the RB and a fuzzy logic inference engine. RB and DB compose the

knowledge base (KB) of the MFRBS. Formally, an MFRBS is a mathematical model that, given an input vector, computes an output

value, exploiting the knowledge coded in the RB and in the DB, and an inference process based on fuzzy logic.

The inputs of observed samples are typically described by a large number of features. Often, some of these features are irrel-

evant or redundant, thus making the most popular algorithms for learning regression models, including the ones for identifying

the structure of MFRBSs, inefficient and inaccurate. For this reason, a lot of research activities have been devoted to design tech-

niques for reducing dimensionality.

Dimensionality reduction is usually performed by two main approaches, namely feature extraction and feature selection [50].

Feature extraction [49] is a process that extracts a set of new features from the set of original features by means of a mapping

function, with the aim of representing the original data more concisely. The main drawbacks of this process are the computational

time needed to search for a suitable mapping function and the loss of interpretability of the final results. Indeed, typically no

explicit and intuitive relation exists between the original and the new features and only the original features have a physical

explanation.

On the contrary, feature selection [10] generates no new feature but selects an optimal set of the original features according to

a certain criterion. The main aim of this selection process is to speed up the learning algorithms by reducing the dimensionality

of the feature space. Typically, both the accuracy and the complexity of the learned models are also improved.

In general, feature selection algorithms can be classified into wrapper and filter methods [38]. In wrapper methods, the

feature selector behaves as a wrapper around a specific learning algorithm that is used to evaluate the goodness of the feature

subset [32]. In filter methods, the feature selection algorithm is employed to remove irrelevant and/or redundant features in a

pre-processing phase, independently of any specific learning algorithm [44]. The filter approaches are in general computationally

more efficient, while wrapper methods usually yield to better results. In this paper, we focus on a novel filter method for selecting

features partitioned by fuzzy sets when generating MFRBSs for regression problems.

To evaluate the optimal subset of features, both wrapper and filter methods should test exhaustively all the possible combi-

nations of the features. Since the number of these combinations increases factorially with the number of features, this approach

becomes unfeasible in high dimensional problems. Thus, heuristic approaches are generally adopted. Sequential search algo-

rithms are the most popular among the heuristic approaches: they add or subtract features at each iteration in order to find the

optimal subset.

The most common sequential search schemes are the forward sequential selection (FSS) and the backward sequential selec-

tion (BSS) [35]. FSS starts from an empty set and, at each step, adds to this set the best feature among the unselected ones on

the basis of an evaluation criterion. Steps are repeated until either all the original features are included in the set or a stopping

criterion is reached. On the contrary, BSS starts with a set containing all the features and, at each step, removes from the set the

feature that produces the maximal performance degradation. Steps are repeated until either a stopping condition is reached or

only one feature remains in the set.

Both FSS and BSS need an evaluation criterion to assess the relevance of each feature to be added to or removed from the set.

To this aim, several measures have been proposed in the literature: these measures can be classified into distance, information

and dependency measures [7,17]. One of the most used information measures is the Mutual Information (MI). MI aims to quantify

the mutual dependence between two variables and is defined as the difference between the sum of the entropy values of the two

variables and their joint entropy value: MI is equal to zero when the variables are independent and increases with the increase

of the dependence of one variable on the other.

A recent review on the use of MI for feature selection [45] states that MI has two main properties. First, it can measure any

kind of relationship between random variables, including non-linear relationships. Second, it is invariant under transformations

in the feature space that are invertible and differentiable, e.g., translations, rotations, and any transformation preserving the

order of the original elements of the feature vectors. For these reasons, MI has been extensively used as evaluation measure for

feature selection, even if mainly for classification problems [8,11,27,28,40].

For example, in [8,40] MI is employed to measure both the relevance and the redundancy of a feature in the framework of the

minimal-redundancy-maximal-relevance criterion (mRMR) adopted in the feature selection process. In particular, the relevance

is measured as the MI between the feature and the target class, and the redundancy is computed as the average MI between the
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