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26Concept of the particle swarms emerged from a simulation of the collective behavior of
27social creatures. It gradually evolved into a powerful derivative-free optimization tech-
28niques, now known as Particle Swarm Optimization (PSO) for solving multi-dimensional,
29multi-modal, and non-convex optimization problems. The dynamics governing the move-
30ment of the particles in PSO has invoked a great deal of research interest over the last dec-
31ade. Theoretical investigations of PSO has mostly focused on particle trajectories in the
32search space and the parameter-selection. This work looks into the PSO algorithm from
33the perspective of the leader particle and takes into account stagnation, a situation where
34particles are trapped at less coveted local optima, thus preventing them from reaching
35more coveted global optima. We show that the points sampled by the leader particle satisfy
36a simple mathematical relation which demonstrates that they lie on a specific line. We
37demonstrate the condition under which for certain values of the parameters, particles stick
38to exploring one side of the stagnation point only and ignore the other side, and also the
39case where both sides are explored. We also obtain information about the gradient of
40the objective function during stagnation in PSO. We provide a large number of machine
41simulations which support our claims over several ranges of the control parameters. This
42sheds light on possible modifications to the basic PSO algorithm which would help future
43researchers to work with even more efficient and state-of-the-art PSO variants.
44� 2014 Published by Elsevier Inc.
45

46

47

48 1. Introduction

49 Kennedy and Eberhart [29,18] introduced the concept of function optimization by means of a particle swarm in 1995
50 [10,18]. In the basic PSO scheme, a ‘‘swarm’’ of particles move around in the search space influenced by continually better
51 and improved positions discovered by other particles. PSO does not require any derivative information of the function to be
52 optimized, uses only rudimentary mathematical operators, and is conceptually very simple.
53 Since its inception in 1995, PSO has attracted a great deal of attention of the researchers all over the globe resulting into
54 nearly uncountable number of variants of the basic algorithm, theoretical and empirical investigations of the dynamics of the
55 particles, parameter selection and control, and applications of the algorithm to a wide spectrum of real world problems from
56 diverse fields of science and engineering [8,17,19,20,23,24,30–32,37].

http://dx.doi.org/10.1016/j.ins.2014.03.098
0020-0255/� 2014 Published by Elsevier Inc.

⇑ Corresponding aQ2 uthor.
E-mail addresses: sarthak.chatterjee92@gmail.com (S. ChatterjeeQ1 ), eigenvalue_debdipta@yahoo.in (D. Goswami), sudipto.dip15@gmail.com

(S. Mukherjee), swagatam.das@isical.ac.in (S. Das).

Information Sciences xxx (2014) xxx–xxx

Contents lists available at ScienceDirect

Information Sciences

journal homepage: www.elsevier .com/locate / ins

INS 10776 No. of Pages 19, Model 3G

2 May 2014

Please cite this article in press as: S. ChatterjeeQ1 et al., Behavioral analysis of the leader particle during stagnation in a particle swarm opti-
mization algorithm, Inform. Sci. (2014), http://dx.doi.org/10.1016/j.ins.2014.03.098

http://dx.doi.org/10.1016/j.ins.2014.03.098
mailto:sarthak.chatterjee92@gmail.com
mailto:eigenvalue_debdipta@yahoo.in
mailto:sudipto.dip15@gmail.com
mailto:swagatam.das@isical.ac.in
http://dx.doi.org/10.1016/j.ins.2014.03.098
http://www.sciencedirect.com/science/journal/00200255
http://www.elsevier.com/locate/ins
http://dx.doi.org/10.1016/j.ins.2014.03.098


57 Being a stochastic search process, PSO is not free from false and/or premature convergence, especially over multi-modal
58 fitness landscapes. Quite often, PSO does not work very well, and may require considerable tuning of it’s parameters to spe-
59 cifically adapt to deceptive or intensely multi-modal optimization problems. For detailed analysis of parameter-tuning in
60 PSO, see van den Bergh [1], Trelea [34], Shi and Eberhart [33], Carlisle and Dozier [7], and Clerc [9]. A few more important
61 works in the field of PSO parameter-selection are [4,11,12,33].
62 Mathematical analysis of the dynamics of PSO has attracted a good deal of research interest over the last decade. Most of
63 such analytical studies that have so far been undertaken focuses on the trajectories of the particles and the choices of param-
64 eters that will guarantee the convergence and stability of the trajectories. These issues have been addressed by
65 [2,3,5,6,8,16,25,26,34,35]. The sampling distributions of the PSO were investigated in [9,21,27,28]. A stagnation-state anal-
66 ysis of the particle dynamics in PSO is an extremely important work which has not been comprehensively studied earlier.
67 [21] reported an analysis of the dynamic equation of the leading (globally best) particle. However, the authors only provided
68 a sufficient stable region for the parametric space of the PSO algorithm. The present work attempts to introduce some degree
69 of rigor on the dynamics of the so-called ‘‘fittest’’ particle in the stagnation state of a PSO algorithm with deterministic con-
70 trol parameters. In doing so, we arrive at some interesting conclusions. The points sampled by the leader particle satisfy a
71 mathematical relation which shows that they lie on a line. Moreover, the dynamics of the leader particle is wholly governed
72 by a parameter-dependent function which may take three different forms. If we assume that the swarm stays in the stag-
73 nation state forever, then this function may be seen to converge to 0. Some simple mathematics leads us to the conclusion
74 that this function, which we call gðtÞ, is never negative for certain choices of parameters. This case is significant in pinpoint-
75 ing the fact that if this happens, PSO loses it’s exploratory nature and hence, that these parameters may not be good choices
76 for PSO.
77 A dynamic, stagnation-state analysis of the leader particle also gives us some information about the relation between the
78 line on which the points sampled by the leader particle lie and the gradient of the objective function. Our work leads us to
79 the conclusion that the aforementioned line is either orthogonal to the direction of the gradient of the objective function or
80 has a descent direction. As will be shown, these two cases are intricately linked to the choice of the parameters and also to
81 the sign of the function gðtÞ.
82 The organization of the paper is as follows. Section 2 reviews the classical PSO algorithm. Section 3 is devoted to the
83 dynamic analysis of the leader particle during stagnation. Section 4 presents the analysis according to which we conclude
84 that the points sampled by the leader particle lie on a line. We also discuss the dynamic and limitative behaviors of the dom-
85 inant particle here. Section 5 gives the relationship between the dynamic behavior discussed and the choice of parameters.
86 We also see how restricting parameters to lie in certain sets (or their unions) imposes strict rules on the sign that gðtÞ pos-
87 sesses. This is carried forward in Section 6 to obtain valuable information about the relationship between the line on which
88 the points sampled by the leader particle lie and the gradient of the objective function. Section 7 provides some numerical
89 verification of the theory that we have put forth. The work ends with a short discussion about prospective future develop-
90 ments which seamlessly follow from the conclusions garnered forthwith.

91 2. The PSO algorithm

92 This section provides a brief introduction to the basic PSO Algorithm. PSO maintains a swarm containing m particles
93 where m 2 N is a constant. Each particle is characterized by a position, a velocity and a knowledge of it’s own neighborhood,
94 utilizing which it can share information about the hitherto best position it has attained with the other particles traversing
95 the experimental search space. This so-called ‘‘best’’ position is governed by the fitness value or simply fitness, which deter-
96 mines a particular particle’s progress towards coveted local or global minima of the objective function under consideration.
97 The particles traverse the search space dynamically and their movement is governed by the following fundamental
98 equations:
99

v ijðkþ 1Þ ¼ xv ijðkÞ þ C1ðpijðkÞ � xijðkÞÞ þ C2ðgjðkÞ � xijðkÞÞ ð1Þ101101

102 and
103

xijðkþ 1Þ ¼ xijðkÞ þ v ijðkþ 1Þ ð2Þ105105

106 where

107 (1) xiðkÞ ¼ ðxi1ðkÞ; xi2ðkÞ; . . . ; xinðkÞÞT is the position of the i-th particle at iteration k, and v iðkÞ ¼ ðv i1ðkÞ;v i2ðkÞ; . . . ;

108 v inðkÞÞT ; i ¼ ð1;2; . . . ;mÞ is the velocity of the i-th at iteration k.
109 (2) piðkÞ ¼ ðpi1ðkÞ; pi2ðkÞ; . . . ; pinðkÞÞ

T and giðkÞ ¼ ðgi1ðkÞ; gi2ðkÞ; . . . ; ginðkÞÞ
T are the personal best position and the neighbor-

110 hood best position of particle i at iteration k respectively. Their values are defined as follows:
111

piðkÞ ¼ argmin
06t6k

f ðxiðtÞÞ ð3Þ
113113

114 and
115

2 S. ChatterjeeQ1 et al. / Information Sciences xxx (2014) xxx–xxx

INS 10776 No. of Pages 19, Model 3G

2 May 2014

Please cite this article in press as: S. ChatterjeeQ1 et al., Behavioral analysis of the leader particle during stagnation in a particle swarm opti-
mization algorithm, Inform. Sci. (2014), http://dx.doi.org/10.1016/j.ins.2014.03.098

http://dx.doi.org/10.1016/j.ins.2014.03.098


Download English Version:

https://daneshyari.com/en/article/6857794

Download Persian Version:

https://daneshyari.com/article/6857794

Daneshyari.com

https://daneshyari.com/en/article/6857794
https://daneshyari.com/article/6857794
https://daneshyari.com

