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24This paper focuses on credibilistic clustering approach. A data clustering method partitions
25unlabeled data sets into clusters and labels them for various goals such as computer vision
26and pattern recognition. There are different models for objective function-based fuzzy clus-
27tering such as Fuzzy C-Means (FCM), Possibilistic C-Mean (PCM) and their combinations.
28Credibilistic clustering is a new approach in this field. In this paper, a new credibilistic clus-
29tering model is introduced in which credibility measure is applied instead of possibility
30measure in possibilistic clustering. Also, in objective function, the separation of clusters
31is considered in addition to the compactness within clusters. The steps of clustering are
32designed based on this approach. Finally, the main issues about model are discussed,
33and the results of computational experiments are presented to show the efficiency of the
34proposed model.
35� 2014 Elsevier Inc. All rights reserved.
36

37

38

39 1. Introduction

40 The aim of cluster analysis is to partition a given set of data or objects into clusters (subsets, groups, classes). This par-
41 tition should have the following properties [12]:

42 � Homogeneity within the clusters, i.e., data that belongs to a cluster should be as similar as possible.
43 � Heterogeneity between clusters, i.e., data that belongs to different clusters should be as different as possible.
44

45 The concept of ‘‘similarity’’ has to be specified according to the data. Since data is in most cases real-valued vectors, the
46 Euclidean distance between data can be used as a measure of the dissimilarity. One should consider that the individual
47 variables (components of the vector) cannot be of different relevance. In particular, the range of values should be suitable
48 scaled in order to obtain reasonable distance values [12]. A basic classification of clustering models assigns them into two
49 groups: crisp and fuzzy. One of the most used fuzzy clustering models is FCM [2]. This model imposes sum of one for degree
50 of membership of each data to clusters. In some cases, FCM considered as probabilistic clustering because of this constraint.
51 Although FCM is a very useful clustering method, its memberships do not always correspond well to the degrees of belonging
52 of the data, and it may be inaccurate in a noisy environment [18]. To deal with this weakness of FCM, and to obtain mem-
53 berships that have a good explanation of the degrees of belonging for the data, in [18] a possibilistic approach to clustering
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54 has been introduced by Krishnapuram and Keller; it has considered a possibilistic type of membership function to obtain the
55 degree of belonging (Possibilistic C-Means (PCM)). In [18], it was shown that algorithms with possibilistic memberships are
56 more robust to noise and outliers than FCM. The problem of PCM is the coincident clusters, because by relaxing the
57 constraint of FCM, it obtains the degree of belonging of each data to each cluster only by considering that cluster. So, it allows
58 each data to belong to each cluster independently of the other data and the other clusters. The idea of relaxing the constraint
59 of FCM using a measure which has the feature of this constraint intrinsically seems rational. This idea leads us to use
60 credibility measure instead of possibility measure in objective function of PCM. Unlike the possibility measure, credibility
61 measure is self-dual. That is, the credibility of belonging each data to each cluster in addition to credibility of belonging it
62 to the other clusters is equal to 1. So, the credibility of belonging of each data to different clusters contributes to obtain
63 the credibility of belonging it to a special cluster. This approach uses more information about the other clusters to construct
64 a cluster. It should be noted that, in this paper this feature of credibility measure does not consider as a model constraint,
65 because it is the intuitive property of credibility measure. Another contribution of this paper toward the literature is consid-
66 ering the separation of clusters in objective function. So, the contributions of this work can be summarized as follows:

67 � Utilization of the good characteristics of both PCM and FCM in addition to elimination of the deficiencies of them using
68 the credibility measure in the proposed model.
69 � Considering the compactness within the clusters and the separation of them in objective function simultaneously.
70 � Designing different indicators for evaluation of the proposed model.
71

72 The rest of the paper is organized as follows: Related works are reviewed in Section 2. Proposed credibilistic clustering
73 model is explained in Section 3. The experimental results by discussing the obtained results are presented in Section 4.
74 Finally, some conclusions are drawn in Section 5.

75 2. Literature review

76 Suppose we have an unlabeled data set X ¼ fx1; x2; . . . ; xNg# Rp. Partitioning this data set to c(1 < c < N) subgroup
77 which assigns each data to one subgroup is known as clustering. Partition matrix U is a matrix with members uik which
78 are degree of belonging xk to the ith cluster. There are four basic methods and their combinations to obtain partition matrix
79 U using objective function-based clustering: Crisp partitioning, Fuzzy C-Means, Possibilistic Clustering Method and their
80 combinations, and Credibilistic Clustering. Generally, the objective function-based clustering models can be classified into
81 two classes: crisp and fuzzy. Hard partitioning is crisp model and FCM, PCM, credibilistic clustering, and their combinations
82 are in fuzzy class. In hard partitioning the degree of belonging data xk to the ith cluster is 0 or 1. In this model each data can
83 be assigned to one and only one cluster. In fuzzy clustering models, the uik takes value in [0,1].
84 In Section 3 main groups of objective function-based fuzzy clustering models are reviewed. Fuzzy C-Means (FCM) based
85 models are the first group. The FCM algorithm recognizes spherical clouds of points in a p dimensional space. The clusters are
86 assumed to be of approximately the same size. Each cluster is represented by its center. This representation of a cluster is
87 also called a prototype, since it is often regarded as a representative of all data assigned to the cluster. As a measure for the
88 distance, the Euclidean distance between a datum and a prototype is used. It is only supposed to clarify that the algorithm is
89 intended for a fixed number of clusters, i.e. it does not determine that, number [12]. In FCM and its derivatives a least-
90 squares type of criterion function constructed based on the relation between objects and their distance of cluster centers,
91 is minimized. An important constraint of this model is that the sum of the membership degrees for each object equals 1.
92 It means that each object gets the same weight in comparison to all other objects and, therefore, that all objects are (equally)
93 included into the clusters. The reviewed works related to FCM are as following:
94 In FCM, uik is named as membership grade. FCM algorithm assigns memberships to the kth data (xk) which are indirectly
95 related to the relative distance of xk to the c cluster centers (prototypes) in the FCM model. Applying the constraints
96

Pc
i¼1uik ¼ 1 for each xk forces the algorithm to assign unreal membership degree to noise data to satisfy this constraint.

97 There are different algorithms based on FCM. A modified version of fuzzy C-means, called fuzzy C-means with additional
98 data (FCM-AD), was presented in [11] by Hirota and Iwama. The aim of the authors in [11] was achieving robustness against
99 a few outliers. So, a standard pattern vector and a parameter which defined as a ratio of a term in FCM to one in the pattern-

100 matching method was added to FCM objective function. In FCM-AD the standard pattern vector should be given beforehand.
101 Also, another parameter depends on the standard pattern vector. The method is inefficient because these unknown param-
102 eters have important role in it.
103 Conditional FCM was proposed by Pedrycz in [30] in which a conditional variable was considered for each pattern. The
104 structure of these patterns reveals considering their vicinity in feature space conditioned to the value of these assumed
105 variables. In this algorithm, the constraint of FCM has been changed. Pedrycz and Waletzky [31] modified FCM using partial
106 supervision. The main idea of the authors in [31] was exploitation of labeled data in order to cluster data set. The phenom-
107 enon of partial supervision occurs when in addition to a vast number of unlabeled patterns, one is also furnished with some
108 (usually, few) labeled patterns. Definitely, these few already classified patterns, when carefully exploited, could provide
109 some general guidance to the clustering mechanism [31]. In [31], the objective function of FCM has been modified in order
110 to calculate the membership value of labeled and unlabeled data in clusters. This proposed clustering method can be used in
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