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a b s t r a c t

This paper presents an evaluation of various methodologies used to determine relative sig-
nificances of input variables in data-driven models. Significance analysis applied to manu-
facturing process parameters can be a useful tool in fault diagnosis for various types of
manufacturing processes. It can also be applied to building models that are used in process
control. The relative significances of input variables can be determined by various data
mining methods, including relatively simple statistical procedures as well as more
advanced machine learning systems. Several methodologies suitable for carrying out clas-
sification tasks which are characteristic of fault diagnosis were evaluated and compared
from the viewpoint of their accuracy, robustness of results and applicability. Two types
of testing data were used: synthetic data with assumed dependencies and real data
obtained from the foundry industry. The simple statistical method based on contingency
tables revealed the best overall performance, whereas advanced machine learning models,
such as ANNs and SVMs, appeared to be of less value.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Materials and manufacturing are generally recognized as the main cost components of products. Fault diagnosis in man-
ufacturing systems is therefore an extremely important issue and has been a subject of great interest among scientists and
practitioners for many years. A large number of advanced techniques, including those based on machine learning, are
currently employed in research and new developments in this field. They can be applied to the control and fault diagnosis
of hardware elements and systems which are utilized in many areas (see e.g. [1,6,7,12,18,20,41–43]). Similarly, they can be
useful in the fault diagnosis of the whole production process, which is the scope of the present work. As indicated in [34], a
fault or problem in the process does not have to be the result of equipment failure or does not even have to involve specific
hardware. A problem might be defined as a non-optimal operation or an off-spec product. For example, in a process plant the
root causes of non-optimal operation might be hardware failures, but the problems might also be the result of a poor choice
of operating targets, poor feedstock quality, poor controller tuning, sensor calibration errors, or human errors.

Models that are used in production process control and fault diagnosis can be of various types, including qualitative mod-
els such as the Ishikawa Cause-and-Effect diagrams used in Statistical Quality Control (SPC) as well as quantitative casual
empirical models where the inputs are process parameters, material properties, organization variables, and human factors.
The latter can be used to check whether a particular combination of values of the input variables is likely to trigger off
abnormal behavior.
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Building empirical casual models that are suitable for process fault diagnosis requires intelligent analysis of production
data that is based on the data mining approach. Since the year 2000 a large growth in the number of various applications of
data mining aimed at supporting and improving manufacturing processes has been observed. Some important reviews or
systemic approaches can be found in [8,13,14,16,24,37–39].

A reasonable approach to detecting the root causes of various types of process faults is the application of significance
analysis of the process parameters. Those variables which are found to be the most significant to a given process fault
(e.g. an increasing percentage of defective parts) could be regarded as the number one candidates for the root causes of
the fault. Also, the diagnosis of machine or equipment break-downs can be based on finding the most significant operation
parameters for the output variable which defines the occurrence of the break-down. Various examples of using significance
analysis in process parameters can be found in many works, e.g. [3,4,10,19,23,32,33,38,40]. Significance analysis can also be
helpful in building optimal fault diagnosis models by selecting only important input variables. This applies both to qualita-
tive models (e.g. cause-and-effect diagrams) and quantitative empirical models (e.g. neural networks).

Finding the most significant variables may not only be useful in fault diagnosis, but it also provides the means for estab-
lishing optimal inspection procedures in the process, thus enabling engineers to concentrate on selected process variables
and avoiding unnecessary costs. Similarly, finding the most significant variables allows to select them as the most efficient
process variables in Engineering Process Control, i.e. by having the largest gain coefficients.

It is important to note that fault diagnosis based on parameter significance analysis can be applied to discrete processes,
which are characteristic of such industries as electronics, cars, aircrafts, and household products, as well as to process indus-
tries, such as chemical, textile, and food, in which continuous or batch-type processes are typical.

The significance of an input variable can be understood in a variety of ways. One of these is based on sensitivity analysis,
which returns changes of the output variable due to small variations in the input variable, calculated at particular levels of
the input. However, in the opinion of the authors, practitioners would rather be interested in finding the potentially greatest
overall effect of a process variable on the process results or equipment behavior. The latter approach as been adopted in the
present work. Nevertheless, particular definitions of variable significances, as presented in Section 2.2, are not directly based
on the maximum difference of the output which can be obtained by changing the value of the analyzed input.

In order to perform significance analysis a suitable input–output model based on observations (past production data)
should be built. For the purposes of fault diagnosis models suitable for classification-type tasks seem to be the most appro-
priate, as the outputs are usually in the categorical form, e.g. ‘faulty’ or ‘acceptable’ for product quality or ‘failure’ or ‘no fail-
ure’ for the equipment state. The purpose of the present work was to conduct a comparative analysis of some classification
models from the viewpoint of their precision and robustness of determining the relative significances of the input variables
as those playing the role of process parameters.

The authors’ experience indicates that introducing data mining techniques, especially in the manufacturing industry, is
often difficult due to a lack of deep insight into the characteristics of particular methods and algorithms. Comparative anal-
yses of different methods made from the point of view of their performance in carrying out specific tasks are therefore very
important. Those aimed at assessing tools that would be suitable for determining relative significances of the process vari-
ables are relatively rare. Hence, the selection of appropriate methodology is often casual.

In a previous work [25], a study of the regression-type models was made. It revealed important characteristics of some
types of the models and methodologies that have been applied for the extraction of information concerning input variable
significances, including possible interactions among them. The usefulness of this significance analysis, as applied in some
real foundry processes as well as in generally nonlinear processes, was also shown. The present study addresses some impor-
tant issues related to the discrete types of both input and output variables. In consequence, the types of applied models and
the computational methodologies are essentially different. The current work is, therefore, novel, and, as the authors believe,
could help practitioners in selecting the right data mining tools to identify the process parameters that are responsible for
production quality and effectiveness of control of the processes.

At this stage the analysis is limited to single variables only.

2. Methodology

2.1. Description of the data sets

As in the previous works, two types of data sets were used: simulated (synthetic) data, with assumed hidden dependen-
cies between inputs and output as well as real, industrial data. The synthetic data were obtained by assuming analytical for-
mulas of the type Y = f(X1,X2, . . .), from which for random values of continuous-type input variables X1, X2, . . . the
continuous-type dependent variable Y was first calculated. A Gaussian-type noise with a zero mean was then imposed on
the input variables, with maximum deviation at ±20%; this value was found to be characteristic of many real manufacturing
processes. Finally, all of the continuous values were converted to categorical ones by using the equal intervals method. In
most cases the assumed number of categories was 5, thus reflecting the popular verbal scale ranging from ‘very low’, through
‘small’, ‘medium’ and ‘high’, to ‘very high’. Sets comprising 1000 records (further referred to as ‘large’) and 100 records (fur-
ther referred to as ‘small’) were generated in this way in order to compare the performances of the models for data with
different representativeness of variable values (classes). The ‘large’ sets were used to evaluate the precision of the variable
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