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a b s t r a c t

Since the 1970s the goal of generating programs in an automatic way (i.e., Automatic Pro-
gramming) has been sought. A user would just define what he expects from the program
(i.e., the requirements), and it should be automatically generated by the computer without
the help of any programmer. Unfortunately, this task is much harder than expected.
Although transformation methods are usually employed to address this problem, they can-
not be employed if the gap between the specification and the actual implementation is too
wide. In this paper we introduce a novel conceptual framework for evolving programs from
their specification. We use genetic programming to evolve the programs, and at the same
time we exploit the specification to co-evolve sets of unit tests. Programs are rewarded by
how many tests they do not fail, whereas the unit tests are rewarded by how many pro-
grams they make to fail. We present and analyse seven different problems on which this
novel technique is successfully applied.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

Writing a formal specification (e.g., in Z [48] or JML [31]) before implementing a program helps to identify problems with
the system requirements. The requirements might be, for example, incomplete and ambiguous. Fixing these types of errors is
very difficult and expensive during the implementation phase of the software development cycle. However, writing a formal
specification might be more difficult than implementing the actual code, and that might be one of the reasons why formal
specifications are not widely employed in industry [40].

However, if a formal specification is provided, then exploiting the specification for automatic generation of code would be
better than employing software developers, because it would have a much lower cost. Since the 1970s the goal of generating
programs in an automatic way has been sought [26]. A user would just define what he expects from the program (i.e., the
requirements), and it should be automatically generated by the computer without the help of any programmer.

This goal has opened a field of research called Automatic Programming (also called Automatic Refinement) [43]. Unfortu-
nately, this task is much harder than it was expected. Transformation methods are usually employed to address this problem
(e.g. [26,11,47,39,51,37]). The requirements need to be written in a formal specification, and sequences of transformations
are used to transform these high-level constructs into low-level implementations. Unfortunately, this process can rarely be
automated completely, because the gap between the high-level specification and the target implementation language might
be too wide.
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In this paper we present a novel conceptual framework for evolving programs from their specification. A population of
candidate programs co-evolves with a population of unit tests. We employ genetic programming to evolve the candidate
programs, whereas search based software testing techniques are employed to evolve the unit tests. The fitness value of
the candidate programs depends on how many tests they pass, whereas the unit tests are rewarded based on how many pro-
grams they make to fail. We call this approach Co-evolutionary Automatic Programming [7].

This type of co-evolution is similar to what happens in nature between predators and preys. For example, faster preys es-
cape predators more easily, and hence they have a higher probability of generating offspring. This influences the predators,
because they need to evolve as well to get faster if they want to feed and survive. In our context, the evolutionary programs
can be considered as preys, whereas the unit tests are predators. The programs need to evolve to fix their faults, and this will
make them ‘‘escape’’ from the unit tests. In our analogy, a program with few faults is a ‘‘fast’’ program. If a program manages
to escape from the unit tests, it will have a higher probability of reproducing. On the other hand, if it has many faults, then it
would be ‘‘slow’’, hence it is likely to be ‘‘killed’’ by the unit tests.

Once the programs evolve to be ‘‘fast’’ enough to escape from the unit tests, new mutations that make them ‘‘faster’’ will
not spread, because all the programs will have the same fitness, and the chance of survival will be the same for each of them.
Unfortunately for the programs, they cannot rest for long. In fact, the unit tests are evolving as well (i.e., the ‘‘slow’’ ones die,
whereas the ones with new good mutations reproduce), and sooner or later they will get ‘‘faster’’. When this event happens,
the programs do not have all the same chance of survival, and only the ‘‘fastest’’ among them will survive. Hopefully, this co-
evolution will produce an arms race in which each of the two populations continually improve its performance, and that
would lead to the evolution of a program that satisfies the given formal specification.

The idea of co-evolving programs and test cases is not entirely new [23]. The novelty of this paper lies in its original appli-
cation in software engineering, i.e. automatic refinement, and in all the related problems that require to be addressed (e.g.,
how to automatically generate the fitness function and how to sample proper test cases for non-trivial software).

Although there is a wide range of successful techniques that are inspired by nature (especially in optimisation and ma-
chine learning), the aim of this paper is not to mimic a natural process. If we can improve the performance of a nature in-
spired system by using something that is not directly related to its inspiring natural process, we should use it. For example,
to improve the performance of our framework, in this paper we also investigate the role of Automated N-version Programming
[19]. Furthermore, we exploit the formal specification to divide the set of unit tests into sub-sets, each of them specialised in
trying to find faults related to different reasons of program failure. To evolve complex software composed of several func-
tions, if there are relations among the functions (e.g., an hierarchy of dependencies), then we exploit these relations. For
example, we can use them to choose the order in which the specifications of the single functions are automatically refined,
and then we use the programs evolved so far to help the refinement of other functions.
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Fig. 1. High level view of the proposed framework for co-evolutionary automatic programming. S means ‘‘sub-population’’, whereas V means ‘‘version’’.
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