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a b s t r a c t 

Record linkage, referred to also as entity resolution, is the process of identifying pairs of records repre- 

senting the same real world entity (e.g. a person) within a dataset or across multiple datasets. In order to 

reduce the number of record comparisons, record linkage frameworks initially perform a process referred 

to as blocking, which involves splitting records into a set of blocks using a partition (or blocking) scheme. 

This restricts comparisons among records that belong to the same block during the linkage process. Ex- 

isting blocking methods are often evaluated using different metrics and independently of the choice of 

the subsequent linkage method, which makes the choice of an optimal approach very subjective. In this 

paper we demonstrate that existing evaluation metrics fail to provide strong evidence to support the 

selection of an optimal blocking method. We conduct an extensive evaluation of different blocking meth- 

ods using multiple datasets and some commonly applied linkage techniques to show that evaluation of 

a blocking method must take into consideration the subsequent linkage phase. We propose a novel eval- 

uation technique that takes into consideration multiple factors including the end-to-end running time of 

the combined blocking and linkage phases as well as the linkage technique used. We empirically demon- 

strate using multiple datasets that according to this novel evaluation technique some blocking methods 

can be fairly considered superior to others, while some should be deemed incomparable according to 

those factors. Finally, we propose a novel blocking method selection procedure that takes into consider- 

ation the linkage proficiency and end-to-end time of different blocking methods combined with a given 

linkage technique. We show that this technique is able to select the best or near best blocking method 

for unseen data. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Record Linkage (RL) is a process of identifying and linking pairs 

of records representing the same real world entity. An overview 

of a general RL process is demonstrated in Fig. 1 . As the number 

of record pairs that require comparison during linkage grows ex- 

ponentially with dataset sizes, linkage often incurs great compu- 

tational expense even for moderately sized datasets. For this rea- 

son, a blocking phase is implemented prior to linkage to reduce 

the otherwise high computational cost of exhaustively comparing 

all record pairs. 

Blocking is a process of dividing records into groups (blocks) 

in such a way that records within each group hold a high chance 
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of being linked in the subsequent linkage process. Following the 

blocking process, linkage is performed exclusively upon the record 

pairs within each of the generated blocks. 

During a blocking process a set of blocking keys is used to de- 

termine which records should be placed in the same block. Con- 

sider a dataset of records R = r 1 , . . . , r n , where each record com- 

prises values it takes for attributes from a scheme A = a 1 , . . . , a m 

. 

Accordingly, we can represent a record r i as [ r i 1 , . . . , r im 

] , where r ij 
is the value that the i th record takes for the j th attribute. A blocking 

key is defined as follows. 

Definition 1.1. (Blocking key) A blocking key is an 〈 a j , h 〉 combi- 

nation where a j ∈ A is an attribute and h is an indexing function. 

For each r i ∈ R, h takes r ij as an input and provides a set of values, 

referred to as blocking key values (BKVs), as an output. 

For example, the blocking key 〈 Name, Contain common tokens 〉 
applied to a record containing “Information Systems Journal” in the 
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Fig. 1. General overview of record linkage process. 

Name attribute field would generate a BKV set containing three 

BKVs {“Information”, “Systems”, “Journal”}. BKVs determine into 

which block(s) records are placed, with each unique BKV refer- 

ring to a specific block. Our example record would therefore be 

placed in three different blocks, each associated with one of the 

three aforementioned BKVs. 

A good blocking method places many matching record pairs and 

few non-matching record pairs into the generated blocks thus al- 

lowing for an efficient subsequent linkage phase. A number of dif- 

ferent linkage methods exist which classify each record pair within 

each block as either match or non-match based on the similarity 

between them [12,15,16,21,24] . Due to the complexity of datasets 

(i.e. missing values, typographical errors, acronyms, initialisations, 

etc.) a single blocking key is rarely likely to capture all matching 

record pairs efficiently, therefore multiple blocking keys may be 

needed in the form of a blocking scheme. 

Definition 1.2. (Blocking Schemes) Given a set of individual block- 

ing keys, K = k 1 , . . . , k k ′ , a blocking scheme is a combination of 

blocking keys, which can be disjunctive i.e. 〈 k i 〉 ∪ · · · ∪ 〈 k j 〉 , con- 

junctive i.e. 〈 k i 〉 ∩ · · · ∩ 〈 k j 〉 or of disjunctive normal form i.e. 〈〈 k i 〉 ∩ 

· · · ∩ 〈 k j 〉〉 ∪ · · · ∪ 〈〈 k i ′ 〉 ∩ · · · ∩ 〈 k j ′ 〉〉 
Blocking schemes may be created manually [13,15] or automat- 

ically learned [2,20,27] using a blocking scheme learning algorithm 

and labelled data. 

Blocking methods are commonly evaluated with labelled data 

(with known matching status of each record pair) using evaluation 

metrics such as reduction ratio (RR), pairs completeness (PC) and/or 

a harmonic mean F RR,PC of RR and PC [18] . 

Definition 1.3. (Reduction Ratio) For two datasets, A and B , reduc- 

tion ratio is defined as: 

RR = 1 − N 

| A | × | B | , (1) 

where | A | and | B | are the sizes of respective datasets and 

N ≤ (| A | × | B |) is the number of record pairs formed by a blocking 

method. 

RR indicates how much the comparison space is reduced after 

the blocking phase. For example, if a potential comparison space 

of 1,0 0 0,0 0 0 record pairs was reduced by blocking to 50 0 0 record 

pairs, that would equate to RR = 1 − (5 , 0 0 0 / 1 , 0 0 0 , 0 0 0) = 0 . 995 . 

Definition 1.4. (Pairs completeness) Pairs completeness is defined 

as: 

P C = 

N m 

| M| , (2) 

with N m 

≤ | M | being the number of matching record pairs con- 

tained within the reduced comparison space after blocking and | M | 

being the number of matches within the entire dataset. 

PC is the ratio of matching record pairs found within the 

formed blocks. One can notice that there is a trade-off between RR 

and PC. Comparing all record pairs (placing all the records in the 

same block) minimises RR but maximises PC, whereas performing 

no comparisons at all (placing each record in an individual block) 

maximises RR and minimises PC. Ideally one looks for a blocking 

scheme that maximises both RR and PC. A commonly applied eval- 

uation metric, which balances the trade-off between RR and PC, is 

the harmonic mean of RR and PC. 

Definition 1.5. (Harmonic mean of RR and PC) For a given RR and 

PC, the harmonic mean is defined as: 

F RR , PC = 

2 ∗ RR ∗ PC 

RR + PC 

. (3) 

In this paper we make the following contributions: (1) We com- 

pare existing blocking scheme learning methods using results from 

the respective papers to show that current blocking evaluation 

metrics are insufficient when performed independently of a subse- 

quent linkage phase. Analysis of these results show that no block- 

ing method is superior to the others in every instance, and that the 

choice highly depends on which evaluation metric is prioritised. 

(2) We propose a novel technique that evaluates blocking meth- 

ods as part of an RL framework (i.e. takes the quality and run- 

time of the subsequent linkage into consideration) and visualises 

the results graphically. This allows an optimal blocking method 

to be easily identified according to multiple factors, including re- 

sources (in particular running time), datasets and linkage method. 

(3) We propose a new selection technique that uses results ob- 

tain by blocking methods on known labelled datasets to select an 

optimal blocking method for a new unlabelled dataset for a given 

RL method. We perform a number of experiments using different 

blocking methods and some of the commonly used RL methods. 

We compare the results of our selected methods against all oth- 

ers on multiple datasets to show that an optimal or near optimal 

blocking method is selected in every case. 

2. Relevant work 

Automatic blocking scheme learning approaches [2,20,27] com- 

monly evaluate an initial set of individual blocking keys against a 

set of labelled data. The best individual keys, according to a prede- 

termined criterion, continue to iteratively form blocking schemes 

with remaining individual keys often re-ranked between iterations. 

These schemes are then evaluated against labelled data using eval- 

uation metrics. A blocking key or a blocking scheme is commonly 

evaluated with reduction ratio (RR), pairs completeness (PC) and 

harmonic mean of RR and PC ( F RR,PC ), following the blocking phase. 

The supervised approach in [27] ranks individual keys with PC 

above a predetermined threshold by RR. Each top key is extended 

by other keys as conjunctions so RR improves while maintaining 

PC above the threshold. This continues until RR no longer improves 

for each conjunction. The idea is that although each individual 

conjunction may only cover a certain proportion of the matches, 

their disjunction will collectively detect most if not all matches. 

The proficiency of learned blocking schemes against different 

datasets are presented using RR and PC. While this paper presents 

good results, they are presented independently of computational 

run-time. 

Another supervised approach [2] ranks keys by their ratio 

of detected matches to non-matches. Top keys are then itera- 

tively applied to the labelled record pairs as a disjunctive block- 

ing scheme until a predetermined proportion of labelled posi- 

tives are detected. Disjunctive normal form schemes may also 

be learned by iteratively extending each top key by others so 

that the ratio is maximally improved. This continues until a con- 

junction of desired length is generated. The individual keys are 

supplemented by the conjunctions formed at each iteration. The 

supplemented set is then ranked and iteratively applied to the 
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