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Discrete statistical models supported on labeled event trees can be specified using so-called 
interpolating polynomials which are generalizations of generating functions. These admit a 
nested representation which is a notion formalized in this paper. A new algorithm exploits 
the primary decomposition of monomial ideals associated with an interpolating polynomial 
to quickly compute all nested representations of that polynomial. It hereby determines an 
important subclass of all trees representing the same statistical model. To illustrate this 
method we analyze the full polynomial equivalence class of a staged tree representing the 
best fitting model inferred from a real-world dataset.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Families of finite and discrete multivariate models have been extensively studied, including many different classes of 
graphical models [1,2]. Because these families of probability distributions can often be expressed as polynomials – or col-
lections of vectors of polynomials – this has spawned a deep study of their algebraic properties [3–5]. These can then 
be further exploited using the discipline of computational commutative algebra and computer algebra software such as
CoCoA [6,7] which has proved to be a powerful though somewhat neglected tool of analysis.

In this paper, we demonstrate how certain computer algebra techniques – especially the primary decomposition of 
ideals – can be routinely applied to the study of various finite discrete models. Throughout we pay particular attention to 
an important class of graphical models based on probability trees and called staged trees or chain event graph models [8]. 
These contain the familiar class of discrete (and context-specific) Bayesian networks as a special case. In particular, Görgen 
and Smith [9] gave a mathematical way of determining the statistical equivalence classes of staged tree models but did 
not give algorithms to actually find these. Here we use computer algebra in a novel way to systematically find a staged 
tree representation of a given family – if it indeed exists – and to uncover statistically equivalent staged trees in an elegant, 
systematic and useful way. This is an extensions of the techniques developed by Andersson et al. [2] and others to determine 
Markov-equivalence classes of Bayesian networks where, instead of algebra, graph theory was used as a main tool.
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So our methodology supports a new analysis of a very general but fairly recent statistical model class in a novel algebraic 
way and serves as an illustration of how more generally computer algebra can be a useful tool not only to the study of 
conventional classes of graphical model but other families of statistical model as well.

2. Staged trees and interpolating polynomials

2.1. Labeled event trees and staged trees

In this work we will exclusively consider graphs which are trees, so those which are connected and without cycles. We 
first review the theory of staged trees which represent interesting and very general discrete models in statistics [8].

Definition 1 (Labeled event trees). Let T = (V , E) be a finite directed rooted tree with vertex set V and edge set E ⊆ V × V . 
We denote the root vertex of T by v0.

The tree T is called an event tree if every vertex v ∈ V has either no, two or more than two emanating edges. For v ∈ V , 
let E v = {(v, w) | w ∈ V } ∩ E denote the set of the edges emanating from v . The pair (v, E v ) is called a floret.

Let � be a non-empty set of symbol/labels and let a function θ : E −→ � be such that for any floret (v, E v ) the labels 
in θ(E v) are all distinct. We call θ(E v ) the floret labels of v and denote this set by θv . The pair T = (T , θ) of graph and 
function is called a labeled event tree. When θ takes values in (0, 1) and 

∑
e∈E v

θ(e) = 1, T is called a probability tree.1

For v ∈ V , the labeled subtree rooted in v is Tv = (T ′, θ ′), where T ′ is the largest subtree of T rooted in v , and θ ′ is the 
restriction of θ to the edges in T ′ .

For any leaf v ∈ V , so for any vertex with no emanating edges, we trivially have that E v = ∅, and hence θv = ∅.
Labeled event trees are well-known objects in probability theory and decision theory where they are used to depict 

discrete unfoldings of events. The labels on edges of a probability tree then correspond to transition probabilities from one 
vertex to the next and all edge probabilities belonging to the same floret sum to unity. See [10] for the use of probability 
trees in probability theory and causal inference, and see for instance [11] for how such a tree representation can be used in 
computational statistics.

As an illustration consider a particle moving through a tree. It moves from vertex to vertex according to a Markov process 
whose states are the non-leaf vertices of the tree and whose transition probabilities are the edge labels. The root-to-leaf 
paths are the elementary events and an event of interest could thus be a transition through an internal node or through a 
set of nodes or it could be the arrival to a leaf node. Given the skeleton of the tree, the model is described in terms of the 
transition probabilities, i.e. the edge labels. It is assumed that the particles move across the tree independently from each 
other. Typically and in Section 5, an observation of the process is a recording of arrivals to the leaves of a particle starting 
from the root.

In this paper, we generally do not require the labels on a labeled event tree to be probabilities.

Definition 2 (Staged trees). A labeled event tree T = (T , θ), with T = (V , E), is called a staged tree if for every pair of vertices 
v, w ∈ V their floret labels are either equal or disjoint, θv = θw or θv ∩ θw = ∅. A stage is a set of vertices with the same 
floret labels.

In illustrations of staged trees, all vertices in the same stage are usually assigned a common color: compare Fig. 1. 
Staged trees were first defined as an intermediate step to building chain event graphs as graphical representations for certain 
discrete statistical models [12]. Every chain event graph is uniquely associated to a staged tree and vice versa. In this way, 
the graphical redundancy of staged trees can be avoided, and elegant conjugate analyzes can be applied to staged tree 
models [13–17]. In particular, every discrete and context-specific Bayesian network can alternatively be represented by a 
staged tree where stages indicate equalities of conditional probability vectors. We give examples of this later in the text.

For the development in this paper it is important to observe that staged trees with labels evaluated as probabilities are 
always also probability trees. This is however not the case for all labeled event trees because sum-to-1 conditions imposed 
on florets can be contradictory. See also Examples 1 and 8 below.

Example 1. Fig. 1(a) shows a staged tree where all blue-colored vertices are in the same stage. Fig. 1(b) depicts a staged 
tree where the two green vertices are in the same stage. Fig. 1(c) shows a labeled event tree which is not staged because 
the floret labels of the two black vertices are neither equal nor disjoint.

2.2. Network polynomials and interpolating polynomials

We next define a polynomial associated to a labeled event tree which is the key tool used in this paper: see also [9].

1 We should say more precisely: when the symbols θ(e) are evaluated in (0, 1) for all e ∈ E .
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