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a b s t r a c t

A new feature selection method based on kernelized fuzzy rough sets (KFRS) and the memetic algorithm
(MA) is proposed for transient stability assessment of power systems. Considering the possible real-time
information provided by wide-area measurement systems, a group of system-level classification features
are extracted from the power system operation parameters to build the original feature set. By defining a
KFRS-based generalized classification function as the separability criterion, the memetic algorithm based
on binary differential evolution (BDE) and Tabu search (TS) is employed to obtain the optimal feature
subsets with the maximized classification capability. The proposed method may avoid the information
loss caused by the feature discretization process of the rough-set based attribute selection, and compre-
hensively utilize the advantages of BDE and TS to improve the solution quality and search efficiency. The
effectiveness of the proposed method is validated by the application results on the New England 39-bus
power system and the southern power system of Hebei province.

� 2014 Elsevier Ltd. All rights reserved.

Introduction

Transient stability is concerned with the ability of a power system
to maintain synchronism when subjected to a severe disturbance,
such as a short circuit on a transmission line [1]. Transient stability
assessment (TSA) has been recognized as an important issue to
ensure the secure and economical operation of power systems [2].
TSA may serve to check the operation mode arrangement of a power
system as a beforehand analysis tool in a dynamic security assess-
ment framework, and to trigger the emergency controls as a
real-time stability prediction tool after faults. The both applications
can effectively reduce the possibility and amount of load loss from
transient instability and then improve the operational security and
economical efficiency of the power system. Problems arising from
introduction of new power market designs and growing presence
of intermittent renewable power generation are nudging power sys-
tems toward potential dynamic instability scenarios. The traditional
methods for transient stability analysis, such as time-domain simu-
lation methods [2], transient energy function methods [3] and the
extended equal-area criterion [4], cannot well meet the require-
ments of online TSA for modern complex power systems. With the
rapid development of computational intelligence such as decision

trees (DT), artificial neural networks (ANN), and support vector
machines (SVM), the pattern recognition-based TSA (PRTSA) meth-
ods have shown much potential for on-line application to power
systems [5–13].

In the previous work of PRTSA [5,7,8,12], much attention has
been given to design of classifiers and their parameter tuning, and
relatively less attention to the feature selection issue. From the pat-
tern recognition principles, it is well-known that the excessive
input features will induce heavy computational burden, reduce
the accuracy of training models and even lead to the ‘‘curse of
dimensionality’’ [14]. Meanwhile, for transient stability classifica-
tion, the classification accuracy is in fact determined by separability
of the input space created by the selected features [15]. Therefore,
the study of feature selection is an issue with paramount
importance for PRTSA.

Some useful explorations have been carried out on the feature
selection of PRTSA [14–17]. Fisher’s linear discriminant function
is used to select neural network training features for power system
security assessment in [14], but the effectiveness of the proposed
method cannot be theoretically guaranteed. In [15], a separability
index as the classification criterion is defined through finding the
‘inconsistent cases’ in the sample set, and the breadth-first search-
ing technique is employed to find the minimal or optimal subsets of
the initial feature set as the ANN input. In [16], three dimensionality
reduction methods, including sensitivity index, sensitivity analysis
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and principal component analysis, are used to reduce the input
space dimension for ANN-based TSA. However, both the proposed
methods in [15,16] are only tested on a small test power system,
and their effectiveness on practical complex power systems needs
to be further validated because of the heavy computation burden.
In [17], correlation analysis and principle component analysis are
used as feature reduction techniques to reduce the number of the
input features, but the used original input features are single-
machine features, rather than system-level features, which are
unsuitable for stability analysis of large-scale power systems. In
feature selection, there are two key problems: feature evaluation
metric and search strategies. The rough set theory (RST)-based sep-
arability criterion can be used as an effective feature evaluation
index [18]. However, as most datasets contain real-valued features,
it is necessary to perform feature discretization beforehand when
using RST, which will inevitably cause quantization error and infor-
mation loss problem [19]. As to the optimal feature subsets, the
current search strategies, such as the sequence of feature selection
techniques, TS and breadth-first search methods, have disadvan-
tages of low efficiency and/or local optimum trapping.

The kernelized fuzzy rough set (KFRS) is an effective tool in
dealing with uncertainty in data analysis [20], which combines
the advantages of both kernel methods and RST. The Memetic algo-
rithm (MA) is a stochastic optimization algorithm based on the
imitation of cultural evolution [21], which has been successfully
applied to solve many complex optimization problems [22,23]. In
this paper, the MA is combined with the KFRS to be used for feature
selection of PRTSA.

In recent years, wide-area measurement systems (WAMS) make
it possible to obtain the synchronized real-time state information,
and this brings new ideas and opportunities to transient stability
assessment and prediction [24–26].

In view of the current status of the PRTSA feature selection, a
new feature selection method based on KFRS and MA is proposed
for real-time transient stability prediction in this paper. Consider-
ing the possible real-time information provided by WAMS, a group
of system-level classification features are extracted from the power
system operation parameters to build the original feature set.
By defining a KFRS-based generalized classification function as
the separability criterion, the memetic algorithm based on binary
differential evolution (BDE) and Tabu search (TS) is then employed
to obtain the optimal feature subsets with the maximized classifi-
cation capability. The proposed method is verified by the numeri-
cal results on the New England 39-bus power system and the
southern power system of Hebei province.

KFRS and the class separability criterion

KFRS

The main idea of KFRS is as follows: kernel functions are
employed to compute the fuzzy T-equivalence relations between
samples, thus generating fuzzy information granules in the
approximation space; subsequently fuzzy granules are used to
approximate the class demarcation based on the concepts of fuzzy
lower and upper approximations, and build a kernelized model of
fuzzy rough sets [20].

A classification task can typically be formulated as < U;A;D >,
where U is the nonempty and finite set of samples, A is the set of
features characterizing the classification, D is the class attribute
which divides the samples into subset {d1, d2, . . ., dm}.

Given an arbitrary subset of features B # A and B – £, a fuzzy T-
equivalence relation R over U can be generated, where 8x; y; z 2 U,
Rðx; xÞ ¼ 1; Rðx; yÞ ¼ Rðy; xÞ and TðRðx; yÞ;Rðy; zÞÞ 6 Rðx; zÞ, T is a tri-
angular norm. The fuzzy information granules induced by relation
R and xi, denoted by FIGR(xi), is defined as

FIGRðxiÞ ¼ r1i=x1 þ r2i=x2 þ � � � rji=xj þ � � � þ rni=xn ð1Þ

where rji is the similarity degree of samples xi and xj. According to
the definitions of lower and upper approximations, the member-
ships of a sample x to lower and upper approximations of the class
di are computed by

RSdiðxÞ ¼ infy2USð1� Rðx; yÞ;diðyÞÞ
RT diðxÞ ¼ supy2UTðRðx; yÞ; diðyÞÞ

or

(
ð2Þ

RhdiðxÞ ¼ infy2UhðRðx; yÞ; diðyÞÞ
RrdiðxÞ ¼ supy2UrðNðRðx; yÞÞ;diðyÞÞ

(
ð3Þ

where RSdiðxÞ and RhdiðxÞ are the degrees of certainty of the sample
x belonging to decision di, whilst RT diðxÞ and RrdiðxÞ are the degrees
of possibility of the sample x belonging to decision di.

In Theorem 1, Moser showed that part of kernel functions can
be introduced to get fuzzy T-equivalence relations.

Definition 1 [27]. Give a nonempty and finite set U, a real-valued
function k: U � U ? R is said to be a kernel if it is symmetric, that
is, kðx; yÞ ¼ kðy; xÞ for all 8 x; y 2 U, and positive-semidefinite.

Theorem 1 [28]. Any kernel k: U � U ? [0,1] with kðx; xÞ ¼ 1 is (at
least) Tcos-transitive, where
Tcosða; bÞ ¼maxðab�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� b2
p

;0Þ.
Obviously, the Gaussian kernel kðx; yÞ ¼ expð�kx� yk2

=dÞ satis-
fies the above conditions, where d is the width of the Gaussian.
Therefore the relations computed with Gaussian kernel are fuzzy
T-equivalence relations between samples. Then the formulae for
computing the memberships of lower and upper approximations
can be obtained by

kSdiðxÞ ¼ infyRdi
ð1� kðx; yÞÞ

khdiðxÞ ¼ infyRdi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2ðx; yÞ

q� �
kT diðxÞ ¼ supy2di

kðx; yÞ

krdiðxÞ ¼ supy2di
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2ðx; yÞ

q� �

8>>>>>>>><
>>>>>>>>:

ð4Þ

kSdiðxÞ and khdiðxÞ are the degrees the sample x certainly belongs to
class di, while kT diðxÞ and krdiðxÞ are the degrees this sample x pos-
sibly belongs to class di.

Class separability criterion

In order to enhance the robustness of classification index, Nk

nearest neighbors of each sample from each different class and
from the same class are comprehensively considered. Given
< U;A;D >, a KFRS-based generalized classification function gc(D)
is used as the class separability criterion in this paper.

gcðDÞ ¼ ½gch
BðDÞ þ gxh�r

B ðDÞ�=2 ð5Þ

where gch
BðDÞ and gxh�r

B ðDÞ are respectively the generalized depen-
dency function and generalized classification certainty function
with Nk = 3, as given by:

gch
BðDÞ ¼

1
ðI � 1ÞNkjUj

X
xi2U

X
d2D;d–di

X
y2Hi

d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kðx; yÞ2

q

gxh�r
B ðDÞ ¼ 1

ðI � 1ÞNkjUj
X

xi

X
Hi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kðxi;H

i
jÞ

2
r(

��
X

l

X
m

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� kðxi;M

i
lmÞ

2
q� �)

;
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